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Introduction ' o L

* The papers in thls volume ‘are ayntdutlc studxes, prlmarily
concerning English and German, within the framework of Generalized Phrase S
Structure Gxummat. The papers by Bissantz and Brodie represent their
master’s thesis submitted as ‘part af the requirements for an M.A. degree

Lin the Department of. Linguistics at Ohio State University. " The paper by’

Brodie concerns. the plaoemenf of modal (certainly),’ evaluative .
(unfortunﬂtely), temporal and verb phrase aivarbs» and that of Bxssant7.

cancerns auxiliary raductlon (Pita’s here) an iplementizer oontractton.
| . ~ (Pita wansta go). Hinrichs’ paper, which was read at the annual meeting
L of the Linguistic Society’ of America in 1983, concerns thé interaction

between feature instantiafion- principles and linear precedence (LP)
statements, data being drawn from several European lunguages. Geis’
' ' paper represgnts Lhe syntactic side of a general theory of the syntax of
L English conditionals worked out ‘with ‘the pholosopher William Lycan. The
. paper- by Zwicky.concerns adJectlve agreement ih German; it is argued that
such agreoment should be trealed as‘a government phenomenon

L , - - o M.L.G.
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4 LI T P
Engl1sh Adverb Placement _ R S
in Generallzed Phrase Structure Grannar* ! L
I ' Bellnda Lea Brodie ' ' '
/ . . . ’

1. Introduction ) L

1.1 Objectives - N ' ' ' ‘ _

' While there have_.been many works in the. last couple, of decades .
dealing with the semantics of English adverbs, few syntactic analyaes
have been presented. The syntactic analyses.which. have been prgposed
have generally been motivated by semantic, rather than syntactic,

con31derat1ons The methodological appranh\taken in these works is to

- assume or argue for a partioular semantic treatment of adverbs, and
then prov1de a. syntactic analysis compat1b1e with .this semantic
treatment. . This #pproach has led, I beliéve, to incorrect conclusions

concerning the placement. of adverbs. While I agree with the ‘assumption

" underlying this approach (i.e that there is a correspondence between’ .
syntactic structure and semantic interpretation), I object to the

evidence, - - f’

The purpose of this work is to provide an)analysis of . adverb
placement which gives priority to syntact1c avidence, ‘and which,
*moreover, accounts for a much. wider range of data than previous
analyses. In this work, ‘it is assumedypthat each syntactic rule is -

" associated.with a particular semantic Fule. However, it is the
syntactic rule which limits the set . of ppossible semantic rules, not .
vice-versa.. I believe that this. approach is to be preferred in the

. case of adverb placament because there is, at least- for some types of

. adverbs (i.e. evaluatlve, modal, temporal, ahd- frequency adverbs),

priority-given semantic conslderations and th\\digregard for syntactic '

evidence which supports. a unique syntactic treatment, but no evidence '

which. requ1res a unique semantic analysis. In these cases it is the . .
- syntactic rule'which will limit the possible semantic analysea.. 'In
cases where there is no evidence to decide between two or more
alternate syntactic analyses (i.e. VP adverbs), semantic considerations

should, of. course, be used to determine the- correct ayntactic analyp1l..

if posslble o

In succeeding sections .I Wlll propose analysea of the ',
placement of evaluatlve, modal, temporal,: frequency, and VP adverbs. .
‘These analyses are given within the framework of Generalized Phrase

'Structure,Grammar (GPSG). GPSG is a monostratal theory of syntax which

is. preferable to most other current theories of syntax on two grounds:

1. It is more reatrictive, in tarna of generat1ve capacity., .
It has the ‘generative capacity of a context-free phrase~ .
structure grammar, rather than that of.a ‘more powerful
type of grammar. :

2. It is associatéed with a formal sauanblch (Montague Gralnar)

the properties of which are well-defined, and which is-

.restricted by the requxrelent that the selantica be

rule—tO*rule. _ , ' * e

. N .
. . )
- 0 .
. . . ....,1‘ o . A,




" been able only to provide the: semantic rules and give some i
~of how certain aspects of dhe semantlvs ‘of adverbs -are aueounted for by

&

. - [ | o .I M ! . 1 F A . .

It is shown thdt within GPSG i} is pos suhlo to.give o small mimber of . -
~syn§aotlv rules. whxvh account for all the data de(ouLfed for by '
previous analyses .of adverb posltnons, as well as a good deal of data - .
. notl previously considered or accounted for. - Il is. possible, to ghow, '

.that these synlactic rules will allow for rule o rule tranglat ions

which will yield the proper semantic results. In this paper, 1 have

ndication

this treatment ‘
Ndt only is the analySJs to be presented preferable to previous
analyses .hecause of its simplicity and scope, but-also because this

‘analysis, -in cogé/pctlon with Jndependehtly motivated aspects of GPSG,
.accounts for

vations concerning adverb stranding which have not _
previously been given .an adequate tx‘eatment The only previous ' _ . .
treatment which is close to beipg observatlénally adequate is one in * '
which the notion of "tface"_is'sspessarlly referred to in a surface .
filter constraint (cf. Sag (1978, 1980)). The analysis presented here -
accounts for adverb stranding data without making reference to traces oo
and is, therefore, con81stent-w1th Jacobsor’s (1982:.207) tentatlve
clagm that "no constfaint 4n the grammar can explic¢itly mention gaps.'
It is significant that this claim can be maintained with respéct to .
adverb stranding within a- framework which is already more reqtr;ctlve
than most . other current syntactic theorles. o . L E
1.2 A brief introduction th GPSG T ' L 1;"L% .

A GPSG consists of two barts--the actual grammar, which includes :
the set of phrase-structure rules of the language, and the metagrammar,
which consists of rules and principles that characterize the phrase—
structure rules and express generalizations between rules. v,

A phrase structure rule consists of three parts: a rule numbet, a
syntactic rule, and the semantic rule associated with the syntactic // .

rule. I the PS rule below, for example, the'rule number is 2, the

_syntactlc rule is VP >V VP and the semantic rule is V’ (VP )

.

3.- [VP >V VP], v’ (VP )>

-

Rule numbers .are used as subcategorlzatlon features on the lexical
category node introduced by the rule. Thus, the PS rule above is an-

abbrevlatlon for the rhle 1n 4. . L.
. ’ -
4. [VP => N VP], V’(VP’ )>
©[2]

- _
The phrase*structure rules are character;zed by two-: types of wules

_ of the metagrammarf’and by’ feature instantfdation principles. . Immediate’

Dominance (ID) rules. express possible immediate dominance relatlons The
ID rule below, for example, states that A ‘may 1mmedlately”ﬂbm1nate B, C,
and D. -

CB. A => BC,D . | T S

The immediate dominance relations expressed by any phraSO*;tru(tute e

rule must ‘be' identical to immediate’ dominanee relations expressed hy

- + .- T
" ’ v .
i : v
' * ab . ' .
. . .




‘ v _ono of the.ID rulvq LJnear“\recedence (LP) :Ehes express the ordenlng
AL xelatldnshlps which must’ hold between sister nodes. The rule below,
for example, states that B must preéed. C in any phrase—bﬁructure rule

. ~ in which B and .C are sisters. 7’ R P - :
- " , ,:. ' | . 6. \.B <‘ C 7 .‘., Lo _' ‘- - '. ) .. . . - . ) ‘. ‘ .‘ | ‘
fae - Each phrase structure rile.must be-conSLetent w1th every LP rulo of

o ” the metagrammar e . .

'Feature instantiatdon pr1n01ples dovern the. dmstrlbutlon of
features. The Head Feature- Convention, for example, ensures that the
head of a phrase has head features identicel to those of its mother.
Every phrase—structure rule must be consistent.with the Head Feature
Convention, and all other principles of feature instantiation.

The metagranimar .also includes a type of rule, known as .a metarule,

which does ndt characterize: phrase—structure riles, but instead - .
' expresses implicational relationships between ID rules The metarule . T
below, . for example, staeeg'tbat for’ every ID rule in. the grammar i
- which A dominates- some finite set. of category symbols X, there is
another' rule in whlch A dominates this same set of symbo]s and also ~
v - .domgnates B. & . .
7. n, [A - xl, (1-‘ )> ==> < [A - X, B], B’ (F )

This-rule also states that the semantlc 1nterpretat10n of the rule on
‘the night will be the- ‘result of applylng the semantic value of B-to the ,
. semantic value of F, which is a variable ranging oven the 1nterpre~
- tations of Whles characterlzed by the syntactic rule on the 'left of the
arrow.., The rules related by ‘a metarule will have the same rule

numbers. _ - - o . "
’In earlier versions of GPSG metarules expressed 1mpllcat10nal
relationships between PS rules, rather than ID rules.. In quoting some C -

" earlier works, I w111 give the rule in terms of PS rules rather than. ID
rules, but, in every' cése, the metarule could have Just as well been
‘given jn terms of ID rules.’
. I will use the -slashing metarule, whlch Gazdar (1982) deflnes as
follows. : L R, . . ' o .
o ' _ . ’ _ i ’ . . ’ ' . ) ) ,'-. - .
' Let G be the set of basic rules (i.e. the set of rules that a - v
grammar not handling unbounded depéndencies would require). For any
syntactic category B, there will be some subset of the set of the
... nonterminal symbols Vﬁ each of which can dominate. B according to the
_rules in G. Let us call this set VB (\g&QVy). Now, for any ., ’
-¥ category B (B ev )Nwe can def1ne a (f1n1te) set of derived rules ‘
D (B G) as follows. - '
« - L S .
- , D (B,G) [a/B ~) °1 ..ol/B...on] [a -> o3... o1 ..on] € G
. w ' . . &1 ¢i-<n &'a, 0j. 6V g ~ . '

' ®
The slash&ng metarule is described in this passage as applying toPS V.~
rules (basic rules) to allow other PS ryles (derived rules). 1 will o .
sometxnel refer to the slaahing metprule applyxng to basic phraae* ' | a

-




' strud%ure rules to y1§1d derived bhraae—étructure rules; but, in every
case, the slashlng metarule could just as. easily have) applied to ID

the qlashlng metarule:- Given the hﬂSIC rules 1n 8, .«

8.7 VP >V VP . _ . ~
WS> Vs oW o S

B > NP VP o : _- S

the derived rules in.9 w1ll be allowed by the s]ashlng metarule

. 9, WP/P o> VPP . Lo
- VP/VP -> V S/VP' T T
. §/VP-=> NP VP/VP SRR |

- In. ‘Gazdar ‘and’ Pullum (1982) the work done by Gazda?’s slashlng
mechanism is carried out by a featfure slash. However whether the -
'slashing mechanism-or the feature slash 1s h.is used is 1rre1evant to«ther
analyses I will propose. : ~
It is important. to point out that although in giving rules 1 have
used ADVERB (eg. S -> ADV S) rather than ADVERB -PHRASE, réplacing AD®in
these rules with ADVP wou]d require only a sllght revisjon in- the
statement of rules. In the rules using APV, I-have made use of the -
lexical status of ADV to subcategorize adyerbs with respect to théir
sisters so that differences in positions of occurrence could be actounted
for. If ADV is replaced by ADVP in. .the proposed rules, this approach is -
no longer possible.. Instead, we must distinguish various categories of
ADVP which dominate different lexical categor1es‘of adverbs and g;ve
rules for the placement of ADVP, allow1ng d1fferent ADVP categor1es ‘to
occur in different rules. . N )
.Finally, it should be noted that for convenience sake, I have .
replaced all references to v, N” et¢c. with VP,- NP etc. In the version
‘of @PSG which I adopt both matr1x ‘and embedded, VP’s are assignedeone bar,-
thu; the use of VP is not problematic.’ My use. of 8 corresponds to V'’,
-~ the#maximal- projection of V.. In the semantic rqlbs which I give 1 use
"~ the type- ass1gnments of Klein and Sag (1982) and follow their convention
of not mentioning intentions in the semantic translat1on, however, when
quoting rules, I g1ve the semantlc translation as it originally
appeared - :

!

of course solely respons1b1e for all. errors - .

rules to allow new ID rules: To give an example of the applxcatxon of AT

FOOTNOTE , N o
L . e o .
*I would like to. thank d Zwickyy Mike Qeis, and especially
David Dowty for their  helpful comments and crit101sm on tnls work. I am

—~
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2. '?rev1ous Qpalyses of Adverb Posltions 1n,Eng113h

2.1 Lakoff (1965, 1970) L ' ‘ )
; - In work by generative aemantiC1sta, 1t was’ assuned that adverb - -
placement was accounted for by -one ar mdre’ transformational rules. .
Generat1ve semanticists used . the similarities in'the selectional -
restrlctlons of adverbs and" adJectives to argue that adverbs should be

. transformationally derived from adjectives. Lakoff (1965, 1970) argued' b

that manner adyerbs should be derjived transforlationally from their:

- corresponding adjectives. S1m1Ianly, Schreiber (1971) claimed that
sentence adverbs should be derived by transfornation fron ‘their . .

- gorresponding adJect ves. .

' * Lakoff - -claimed ‘that sentences contain1ng'nanner adverbs should be
dérived from .the same underlying structures as sentences containing the-
corresponding Wdjectives. Both 1 and 2 below were derived from the
underlying structure in 3 by me s of an adverb lowering transformation.
This transformation deletes the occurrence of Sam in the highest clause
and moves careful into-the lowér clause, add1ng ly onto it. ; ! .

A}

. 1. Ssam sliced the.salami carefully. -
h,2; Sanm’ was careful 1n slicing the salani.

3 R .
» N . ;
. . -
.- M ) N .
/ | R .
. ) i ;
? P ’ . v,
- LI S . :

‘ ‘ | '

<
o : \- B .
_ careful (IN) . Sam NP‘ NP ' o . -
sllce - al the salali

Lakoff argued for this analyn1s on two grounds First of all, he
claimed that the elimination of the category Manier Adverb from. the set
of underlying categoriés of English would result in simplification of
the grammar. The base component is simplified, but the transfor-'
‘mational component is complicated by the additfon of a rule: Whether
or not Lakoff's analysis simplifies the) grammar as a whole. cannot be
determined unless the values of the vaﬂious elelents of the granlat are
.- specified. - ’

—

Secondly, he c1a1ped that his* analysis would e11-1nate redundancy in

: the statement of selectional restrictions. In particular,.if underlying
structures such as 3 are ;adopted, the' anomaly of sentences such as 4 and 6
will be accounted for by-the. selectional- restrictions between underlying
subjects and adjectives; and a second set of selectional restrictions

- between underlying subJects and adverbsﬁﬁbed not be included in the '
*gra-lar‘ :

4.. Moss hangs frpl trees reckles4ly.
5. Moss is reckless in hanging from trees.

It is, - of course, boasihle‘to avoid such redundancg,without
resorting to.a transfornational derivation of adverbs. In the analysis
to.be presented here, it will be assuned that ueaning poatulates (cf..
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‘' occur.  Schreiber (1971) notes 15001denta1 gaps" such as nlcelx and

"tbat presented in- Jackendoff (1972) and,
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Dowty (1980)) account ! for the logical entailment between sentences .such L
.as 4 and 5. Gnce such meaning. postulales are adopted, "the Semant.ic s S
incoherence of sentences such as 4 will follow ftom Lhe semantic d L S ‘Sr
/" incohererice of sentences such as. 5. N TR
. The geherative semantics’ notion thiat adverbs. are transfotma S s I

tionally derived was rejected by transformationalists sufg ‘as Bowers "
(1969) andfJackendof:f (1972, 1977).  They ‘noted that the’dame argumenﬂ!l*
which Chomsky '(1970) gave in favor of a lexical, rather than transfor.
mational, ~treatment of "derlved" nomlnals also apply 1n the case of’

-

adverby., . : Y
- Tts now genera]]y accepted that der1vat1onal~fﬁleq,_such as the - . . v

‘rule creating adverbs from adjectives, apply only in LhQ‘LeXILOH .o the' ”

analysis to be presented, it w11$ bd" assumed that a lexical ryle (1n the

sense of Dowty (1978)) derives adverbs from adjectives. . Tt is °. ,

charagier1st1c of ' lexical rules that unprincipled exceptgons to the rule ﬁ . Tt

1mprobabh&, which he cons1deqf to be posgible bu% nonoccurr ing sententlai

. -;;WS . > B _ - ) o ) . ((‘

2.2 Jackendoff (&72 1977): ‘ # o
.One of the few syntactic .analyses of verblal posgitions is

1ght1y re 1sed‘“n Jackeﬁdoff
(1977). Jac doff deals with two main >lasses’ of adverbs, tHose
tradltlonall led sehtentlal adverbs and those known as VP adverbs

" or pré&dicate mod1f1ers

Jackendoff’s - analys1é is intended to accOunt £ the follow1ng.-.

clalmed general1zat10ns concerning the p051t10ns of sententlal and VP . _;‘fﬁ’ ' )
adverbs: . : - _ : . :

- 6. A sententlal adverb may occupy any p051t10n in wh1ch 1t is
‘a daughter of the node S.

7. A VP adverb. may occur in any p051t1on 1n ‘which 1t is &
' daughter of the node v, .

%
s

It is. important to note that Jaé&endoff’s notion of V” is distinct
from the notion of V'’ used in the version of GPSG adopted here. In "
Jackendoff’s analysis V'’ dominates V' and optionally dominates
Con ituents for which the verb-in V'’ is not strictly subcategorized.
dominates the verb and any constituent for which the verb is v

strictly subcategor1zed Thus, Jackendoff's claimed genera11zat1on in. °.
7 predicts) that VP adverbs will .not intervene between a verb and any '
constituent for which the verb is strictly subcategorized, since VP
adverbs are always daughters of V'’, and not v Counterexanples to
th1s prediction will be dlscussed lates. ¥ 4 :

. Jackendoff’'s analy51s makes use of the "transportab111ty conven-
tlon” of Keyser (1968) in ‘order to capture the claim generalizations
in 6 and 7. The transportab1l1ty convention permits alconstituent

marked as transportable "to occupy any.position in a der1ved tree\so

long as the sister relationships w1th all other nodes in the tree re - f//‘h‘\',
maintained, that is, as long as it is dominated by the same node.'| .
(Jackendoff 1972, p..67). Jackendoff (1977) claims that sententia

advepbs and VP adverbs are transportable constjtuents. Sentential
adverbs will be generated as 'daughters of § by phrase-structure rule
and the’ transporﬁab111ty convention will allow the sentential adverb to
mave to any pos1t10n as long as it remaxnd a daujrérr of S. VP adverbs

;L e o o




' .

' b

tranSportabllﬁty convention, will low thé VP adverb tﬁ'move to any
position as long as it rémains.a daughtef of V**. 1
It must be pointed out that Jackendoff" was not necesaarLIy \

str1ct1y subcategorlzed - _ T

8. John gave'the.beens quickIy tc'BdLl.

BN . ‘ : ' . o - :
Since give is strictly subcategorized for the. PP, the PP will be - o
.generéted by Jackendoff’s phrase~stru ture .rules as a daughter 'of V'. )
But Jackendoff’s: generalization in~7 predicts that the adverb will be a
daughter of V'*, not V’. Jackendoff considers two solutlons Zhe

_first solution which he considers Jis to generate the adverb-

" daughter of VW and then lower it;by a transformatiohal rule into.
pos1t1on -as‘ d daughter of V’,° yleid }ﬂussurface structure in 9 L
' a _ Yl

|

If this solution'ls adopted ‘the geheralization in 7 is met at the deep
structure level, but not at -the surface structure level. The other
solution which: Jackendoff considers is to genherate the PP as a daughter.
of V’ but then to raise the PP into position as a daughter of V'’,

- giving the surface structure in 10. On this account, the adverb is a
" daughter of V’’ atiboth the deep and surface structure levels. Thus,

if this solution is adopted, the generallzat1on in 7 is met at both the
deep structure and surface structure levels. - :

-

Y0000 Ty .

AN

NP .quickly . to Bill

give the beans T T

Jackendoff does not decide between the two solutlonu, thus 1t is’ not
clear whether or not he intends his. -generalizations to be general1—

zations about surface structure. ‘If Jackendoff’s generalizations:

chncerning positions of sentence and VP &dverbs are true generali-

, zations about surface structure positions, then theﬁyare easily .

translited into a monostratal theory.in which imsed{ate dominance and
linearfprbcedence relationl are utated separately (cf Gazdar and




Pullum. (1981).). Tn meedlare domlnance (TD) :ules, the daughter con- (
stituents wre- unurdo:vd wilh respect to.one another. In the 1D rule. in.
ll for example ﬁ C, and D are unordered. Linear ptecedence (LP)*

rulos eXpress llnear ordering relations between sister'cu tltyentq

Rule 2, fo: example, stales that B will precedé ¢ when th ey a;e'

sisters.  The set of phraqe structure rules of the grammar i 1
‘rules oon31stenl‘w1th some [D rule dnd every LP rule . b )
.8 - v .

._,H. N >B, ¢, D : o co
12. "B-< ¢ . S T 'r T ) ’

4

. ‘o te ‘-- ) ' . . . - ' » ! : !
~In"a grammar-in which immediate' dominance and linear precedence

) appear K any ' linear precedence rules. . Such a category will be .

.relations are expressed by distinct rules, Keyser's notiondof a

tranSportable conbtltuent garresponds’ to a category which. does not

unordered wnth respect to other categorles and maw, therefore, either -
precede or * follow any of its sister ¢onstituents.. If-Jackendoff’s

~ génerdlizations dre meant to hold at the surface structure levcl they

can be expressed in a version of GPSG which adopts Jackendoff’s
ass mptlons about constithent sfructure by allowing metarules 13 and
147 and by not including/the category ADVERB in any LP rules, (T have

omitted the semantic triilklations in 13 and 14, since it is the _
syntactic generalizalion8 that are at issue here.) | : L iy

T130CL, VTS KD az> VP> X ADVD o |
lizs~>x>--><s—>x ADY> T

Met&rule 13 states thal for any ]\D rule which expands V” as a

* finite 'set of categories X, there will be another ID rule which expands

"V’? as X plus the category ADVERB. .Metarule 14 stdtes that for any ID

rule which expands S.as X, there will be a rule expapding S™ms XN plus
ADVERB. Since ADVERB ‘will not be ordered with respect to any of the.
Latagorleq in X, the metarule in 13 will allow adverbs in the) lexical
class-1 (i.e. VP adverbs) to appear in any position as daughifr of V”

"The metarule in 14‘yu11 allow advdrbs in the lexical LIGSB 2 (i.e. S

adverbs) to appear in any position as daughter of S.
These two metarules-will account for Jackendoff’s generallfatlons

_in 6 and 7 assuming they refer to surface structure Unfortunately,_

Lhis simple analysis cannot be*maintained. Jackendoff’s
generalizations, when considered to apply* at the surface striucture ’

.level, lead to incorrect predtctions and roly on unmotivated assumptlons'

 .about constltuent etructure

/

*

*In order. to account for qentenceq such as 15, for example, Jackendoff. .

must assume that the ft[st auxiliary, but not subq¢quent ones, is a

daughter of S.

15. John wil]Qprobably leave in'the morhing;

The only motivation he gives for assumingfthét the first auxiliary'is'a
- o s . . . . TR g

daughter of § is that -adopling -this structure allows the positions of S

adverbs in sentences 4uvh as 15 Lo be accounted for by his analyais of .

.udverba ' o i . .

7 -.' S
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R chkendoff (1972) gives. eV1d§hre’fhat tho’first aux1liary

_is a'ddughter of §, but that subsequent auxiliaries are not
daughters of S. The evidence is that sentence adverbs.such
as frankly, probably, and evidentlx occur in all possiBle
positions A8 daughters of S - initial, final with comma ° °

“:1ntonat16n, and befoye the auxxllary They algo occur after
the first auxiliary, but‘pot after sub!hquent ones.
(Jackendoff (1977: 48) -
Jackendoff’s ana]ys;s 1ncorrect1y pred1cts that sentences with S
adverbs foﬁlow1ng the- second or. third auxiliary ‘should be ungrammatical,
‘But, as Ja(kendoff (1972) noteszmsuch sentencés are not ungrammatxcal

-

16, ?John will have probably beer! beaten by Bill. o
v : (Jackendoff’s example 3.13

e !

Accordxng ‘to Jackendcff’s analysst the surface eonst1tue

structures for 17 and 18 would be 19 and 20 respectlvely Lo
y . o
‘\,17. John -probably w111 leave .} . _ :
18. John will probab]y leave 1 , ;
19.
' b . ' " M - R4 . .
. N N** T AIDV‘ .ullx \II" ~ ' o
. . Joggc probably will Vi - L o
SR N i
. , S A
~ :‘l 'I* . * l
" . . leave
-~/ s - '
o " .
- ’ ' ’ v—- ’
20. ] ) . ‘
. . . ' . R . ,

3 \"\‘

"In Sectlon 3, I will argue thgt the correct constltuent structure trees '

for 17-18 arée those in 21‘and 22, (Since no distinction is‘made between
the magrix VP and embedded. VP's 1n‘\he version of GPSG which I adopt 1
use VF, instead of* V’~or V”~ tp the‘trees below. A

" . H .
’ . . B i .
' . .o
. . L
. N
. . woto . ~ .
4 . [ .
. . . . ’ .
. . . . ) o N .
. . > .o
. .
* .
'

(7




" John . ADV -
o. .. ’ _. . . . \ : -
o S probably V P
; “ ’ Kl lv ” , . / ', - | ’ ! | )
o . . . -’ .'L- - -‘ | . WIll ' v ' ’ ~o ..' ¢
’ “leave ’ Y
! . . . -.. . ' ’ .r
22, s e
. ' N , JOhD v

R \ Lo l Y v
o will T ADV vp
. ¢ ' o Lo N
/' o - 0 o probably leave : -

. f ] v . B ) . . .. ‘-g".'h'
\f' . . Yo ‘
.

I w111 present ev1dence that\sqptent1al adve;bs in poaltaons other than
. clause~initial and clause~f1nal should be accounted for by the phrase-
structure rule in 23. . S :

23, VP > Ay P

T}us opt1on was not avaﬂable ta, Jacke doff since the phrase—structure
-rule in 23 does not conform to the’ ru's
X~-bar Convention, all phrase*strhcture rules must conforn. .The X-bar
C‘hventxon requires. that one of the daughters in a phraae-atructure
rule be of the same syntactic category as the mother and one bar - level
lowef than the mother. Thus, the rule in 23 is™a counterexanple to
the X-bar Convention. T will whow in chapter 3 that there is ample /
~evidence for the phrase-structure §ule in° 23, and that, therefore, the
X-bar Cbnveqtlon must be rejected.

-

2 ? Gazdar, Pullun, and Sa( (1982)

' In Gazdar .et al, (1982: 24), the .metarule in 24 is given-"to handle

.. the facts about sentential .adverb placement. in the variety of English
deseribedﬂby Jackendoff (1972) which only perlits the adverb after the
firut auxlliary verb " "'-- _ - K ", .

‘28, (VP > V VP, P> == P > V.ADV VP, ]P [MW’ «'(P))] >
, ~C[+AUX] (-NUL] T
. Y +FIN].. - ' ‘ .

" This -etarule stata- thnt for every rule in the xra-ar which expands o
', VP which is marked [+AUXILIARY) and [+FINITE] as V followed by a non~
null VP .there will be a rule exactly like this rule except . th
appearl between V and VP. ' Note .that the Head Feature Convcntion j
2 ennureo thpt the V.is nlno [+AUXILfKRYJ and [+FINITR] ST

\ » Ty

u .
. .
: . B ! . e
v 1 . -
. . o . M
s

schema to. which according to the
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. .Which:the adverb has been- stranded:

4 C o -1 - |
The 'metarule in 24 is 1nadequate because it acoounts for a very
limited range of the positions in which sentential adverbs may occur’

" and also allows for the generation of ungrammatical -strings. . ,
Metarule 24 correctly predict that 8 adverbs occur ﬂfter the first.

'- auxlliary as in ,25 ard 26

»

25. Ed has evidently washed the dishes,
26. ‘Ed will ev;dentky have washed the dishes:

cedé the first auxiliary\or main g¢erb. . The metaryle does not provide
for -adverbs in-these positions. Sentences such gs 27-29 are ngt,
~accounted for by this metarule. o T
27. Ed obviously has learned French. .
i28. Ed obviously learned French.
9. Ed obviously will.

o However,.as Jackendqfft§i§72).noted.'sententiel adverbs may also pre- -

Q,, e metarule alsd fails to account for the occurrence of ‘adverbs .
before the second of two éaonjoined verbs, as in 30, and for the occur-
rence of. adverbs before the ma;n verbs in sentences in which .

'subject-auxiliary - 1nvers1on or ’VP front1ng has applied.

30. " Ed will catch and prafably kill the rabid dog. -  +

. '31. Will Ed probably kill -the rabid dog° L N
- 32. ?John said he will definitely pay me and def1nite1y pay me he
will

L]

Gazdar et al (1982:24) state that "There exlsts also a less
restricted variety in which such adverbs [sentential adverbs] may;ﬂccur
after any auxiliary verb (although the deeper they #t in. the V’, the
‘worse ‘they sound). To handle this variety one needs to delete the
{+FIN] specification on the dominant V’." With the [+FIN]?hpe01ficat10n

deleted the metarule will predict the grammaticality of aentences such-
as 33. , . ' no

i o

33. Ed will have ev1dently washed t. d;shes.

However, the grannaticality of sentences suth as 27 32 is still left‘
unaccounted for. 1 -
. Gazdar et al. (1982) point out ‘that the1r thrule predicts the
udgra-aticality of strings such as 34 and 35 (their-h and i, p. 25) in

g o P ',
34, ﬂu. will obviously. -*» E S 5
(with no pause beflre the adverbf o
36. *Kim is obviously S . ‘ B
.(with no pau-e before. the adverb) R '\)-

However, this metarule does not predict the ungra-aticality of strings
such as-36 and 37. - "

* 36. *John said he will defi!ﬂtely pay me and ply me he will
. definitely. (with no pause before the adverb) .
. 37. %I thought John would probhbly leave and leave he did~/
. probably. (nith no pauae before the adverb)

e

-
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Metarule 24 in conjunclion with the t icalization sbhema.of‘Guzdar et
al. (1982) and the slashing metarule of Gazdar (1981), incorrectly

- predictdthat. 36 and 37 arc- grammatical . The tupicalizapion schema in
38 will allow the Tule (S -> VP S/VP]. '

a8 as, (s -2 a $/al, Ay [(8/2)")(a%)>
The slashlng melarule will apply to the rule on' the right of the

S-Adverb metarule (i.e. [VP -> V ADV VvP]). tolglve the detrived rule
(VP/VP- > V. ADV 'VP/VP]. These two rules, along with the derived rule

(S/VP -> NP VP/VP] will admit the trees in 40 and 41. - \ -
9. . S“““?-~—-;.~‘~  < ' U’
W | . sy o
. - . . ’
Pay me NP ;_,,«;~f;;;vp _
: o . - T~ :
‘ | | ¥ A?V VP1VP »
: . : | o .
-.A he will definitely t ’
7 40, - 3
, . / \
leave ' NP VP/ P
| "he V¥ ADV  VP/VP
, | S |
; y;'. . .. did probably t
“~ '3

The ungrammntlxdl strlngq in ?6 and 37 will be géherated even if
the Trace Introduction Metarule (TIM) prpsented in Sag (1982) is "
/adopled - (The - 'I‘IM is dlscus«ed in more d_etml in Chapter 6.) ' .

.41. Trace Intxodu&tlon Metarule ' | | i
[a/B ->...B/B...] :=> [a/B - it
where a}B . _{.

The TIM, reéalreq that the node immediately domlnatjng a trace is of the
form a/B where a and B are not identical.

If the TIM is adopted the Lrees for 1? and 37 wlll be 43 “and 44.»-

' S oL .
2. ,,/?”jgx“““-~\,~‘ L -
v T sw |
P v war L .
Voo defintely, - .« X

) ' ' T . ' ' .
oo 16 B ' s




.43, '/s B 2
LW e N o !
@ LW e '
J 5 ﬂ\
] V. ADV ¢ |
| di('i "protla;bly . T
TPy SN
" Presumably these trees.are adm1s;oble, as well | aii'otﬁef"tfééi

representing sentences in which 'VP-fronting’ has ’applied’, because
the features on the twd VP!'s of the VP/VP- dominating the trace are not
. the same and therefore a is not equal to B, as is required. If rules
of the form. [VP/VP ->...VP/VP...] where the VP’s of the domxnating

. VP/VP differ. in feature specifications are not allowed as input to TIM,
then it would no longey be possible to account for ’VP-fronting’.

Even though 36 and ‘37 will be generated whether or‘not the TIM is
adopted, the ungrammaticality of such sentences could be accounted for
if a surfacé filter, such as the one proposed by Sag (1978 1980).(15
employed

: Thxs f11ter rulea out str1nguf1n which an adverb (or quantlfler) ¢
immediately precedes an extraction site. In section 6 arguments will
.be.presented against the surface filter in 44, and it will be shown
that, given the analysis proposeéed in chapter 3 no surface filter is
necessary.

. In the following section, an analysis withxn the GPSG framework
“will be presented which accounts for the data in-27-32 and 36+37, not
accounted for by the.metarule in 24, as well as other data. -

. - FOOTNOTES |
1. 1In 1972 Jackendoff reaected a tranaportab1lity analysis of VP adverb
positions citing as counterevidence cases of strictly subcategorized
adverbs,. which only occur in postyerbal position. _ In Jackendoff
. (1977) it is claimed that strictly subcategorized ‘adverbs are ,
dosinated by V' rather than V'*'. Since snly adverbs dominated by
or V** are subject to the transportability conVontion, theae cases
“7.  longer.represent counterexamples. A S
2. Radford (1981: 104~106) notes other coun erexanples to the X-bar -
Conventxon. _ . PR '
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3. 'Evaluatlve andlModal Adverbs

_ In this sectlon I wll] _deal wnth two claﬁ%es of qentont al udvorba
" which fall into Greenbaum's (1$b9) Latqggry of "attitudinal/dis juncts!:
modal -adverbs such as probably, possibly, neceqsarﬂ'ﬁp ¢ evalualive -
2ﬁdverbs such as unfortunately, luckily, prepostero . Greenbaum does

ot present any data which would indicate that modal adverbs and eval -
uative adverbs should be distinguished’ for syntautlu ‘purposes. Jacken- .
doff (1972, 1977) does not distinguish these two classes syntactically.
) Schreiber (1971:84) claims that "a variety of syntactic arguments. can
- be given...that there are indeed two different types here.” The only
truly syntactic argument which he gives is that modal adverbs ocgur in
"y questions, whereas evaluative adverbs do not.- Tn section 3.23, )
however, it is’ shown that evaluative adverbs may occur in questions,
given the appropriate context. Thus, this purported syntactic diff- .
erence disappears. In the analysis to be presqnted'modal and evalua-’
-tive adverbs will be given a uniform syntactic trecatment and will
belong- to the saiie syntactic class. Such'a treatment is* possible, .
because modal and evaluative adverbs are of the same 'semantic¢ type.
When in clause-initial and clause-final positions, they are functions
. from sentence denotations (i.e. denotations of type <s,t>) to sentence -
A enotations--they are of the type < <(s,t>,<{s,t}>. When in other posi-
- tions, it will be claimed, they are functlons from VP denotations
({8,<<8,<e,t>>,t>>,<8,t>> to VP denotations-—they are of type {
(((s,((s <e, t)) t)) 8,t>>, s,8,<e,t>>,t>>,<s,td>>>. 1"
Tt isg useful to cons1der the adverbs whlch Schrexber (]971 88)
assigns to each category. ' . 1
1. Modal adverbs. allegedly, certainly,’ conceivably, '
.ev1dently, ‘possibly, un oubtedly, unquest1onably,
‘clearly, obviously, appakently.
2. Bvaluative ‘adverbs: unfortunately, prgdictably, —
. regrettably, astonishingly, incredibly, interestingly, ° . " .
' ironically, luckily, naturally, oddly, predictably, '
™ strangely, surprisangly, unbel1evab1y, understandably,
v unluckily. . .
§
What d1st1ngu13hes tthe two classes’ fro- one another aenantlcally ;p
that the evaluative adverbs are factive, whereas the modal adverbs are
not (i.e. Unfortunately, John left presupposes, and perhaps entails,
that John left, but Posggibly, John left does not). .
-+ The andlysxs to be presented accounts for the occurrence of modal
and evaluative adverbs in sentences in° which the adverb has scope over -
the rest of the'sentence. 1 will not deal with the positioning of
adverbs in sentences such as 3-5 in which the adverb does not have."
scope over the rest of the sentence. 1In 3 probably has scope only over
the prepositional phrase 1n!esterville. In 4 probably has scope only
. over the verb phrase sing a maudlin song. 'In 5 the adverb has scope ¢

-




only over theé NP Sharon.
. v . . L
3. We'plen to.buy a house; robebly i Westerville. . o
4. John will do something for amateur night, probably 81ng a
maudlin song.
‘5. T gave'the book to one of my students, probably Sharon

_I have set aside such sentences from consideration, because I believe
that the syntactic analysis. of thesq adverbs will be independent of the
syntactic treatment of adverbs in other positions, and thus not immedl—
ately relevant to the analyses to be given, :

3. 3 Evaluatlve and ‘modal advenbs in posltlons ) o o
. other than clause~initial and clause-final . I i

In this section it will be argued that. modal and evalvative_ ,

- - adverbs,. when in positions other than clause-initial and- ciause—final
_and when not requiring the intanation pattern required by parenthetieals,
appear in the configuration 1n 6. - - |

/ .

t

6. v . T

ADV. - VP , . . CRus
P L. ‘,\v,

I will sometlnes refer to an adverb in the configuration in 6 as il
being ’'Chomsky-adjdined’ to the VP, meaning only that the adverb occurs -
in'this configuration, 'not that it is actually placed there by a trans-
formation. The lower VP in 6 may doninateueither'h nain-or_aﬁ aux-

" iliary verb. : -

T will as ' that sentences in which the adverb is both. preceded
and followed by a pause are structurally -distinct from aentences in
which the adverb is not preceded or followed by a pause. The’ sentences
in 7 and 8, for. exa-ple. will be assigned diatinct structures.

7... John will unfortunately leave. . _
. 8. Johﬁ will, unfOrtunately. 1eavey

The adverb in 7- w111 appear in the configuration in 6 but in 8 it will .
not. I will assume that the sentence in 8 will have a structure .iden-
- tical to that which a sentence such as 9 has, whatever that may be. '

"

9. John wili; as'yog kriow, leave.'-

. 1 am assuming the treatment of auxiliaries given'in Gazdar et al.
© (1982). In_this treatment auxiliaries are. introduced as deughters of
VP by the finite/rule schema in 10. The' use of features ensures - that
co-occurence restrictions inyolving auxiliaries are met. Note that the
infinitive narker to is also considered to be a verb. '




, 10. <h, [vp -> V. VP] ') P[V ( VP’ (P))])
L _[B] .

My claim is that modal and evaluativa adverbs in all of the pos-
itions below are ’'Chomsky-adjoined’ to the follow1ng VP '

i. Before a finite main verb:
11. Mark probably left.

12. Mark unfo

rtunately left. -

ii. Before a finite auxiliary verb:

13. John prob
14. John unfo
15. Johneprob

ably will leave.

rtunately will leave. ,

ably will.

-

[+AUX] o
where values for n, a. and B are glven berable l g
(n] = - -a B .V[n} msnsmp
[2] +FIN _+BSE can, may, -ust will etc.
[3] ., +FIN  +BSE,-AUX do - . S
(4] - +ASP . +PSP have B’
(5] +ASP, +COP . +PRP be ' -
i . : (6] _ +COP "~ +PAS be - ~
‘ . - P - +INF -~ +BSE . " to - '
- /(f(fgj . +FIN,+COP  +INF is[+COP].ought[—COP]
- (9] +HCOP - +PRD - ' Dbe
' . ) TABLE 1

K
O

4

v

iii. Between a finite auxiliary verb and the naln verb:

16. John has

probably.left.

"17. John has unfortunately left. d
iv. Between a nonfinite auxiliary verb and the -ain verb.

18. Ed will have. probably washed the dishes by now.

19,  Ed will have fortunately washed the diahel by pow.

RN Between any two

auxiliary verbs.

]

20. Ed will probably have washed the dishes by now.
- 21. ERd will fortunately have washed the dishel by now. -

" The éreel for sentenceo

b

22. . /s\ ', '

L)

. -
.

, .
e %

11-21 are xiven below.

unfortunately ) -

»




23.

.k"..

-4

/\“P

o ~_ John

[ probably r .
_ unfortuﬁatelj}will :

/\

] NP

| o /\

\

- leave

John L | /VP

% probably ' ' _
unfortunately}will e

N /
has_. ‘ADV
\ ) l
' probably

26 o /s\

B3

| 'wil; .

havq |

gunfortunnt.ly

. ’ . 3
T Y |
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. ‘

> yp
|

probably

\

unfort-undg_;qu} left 8 4"
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..27.'.

T N~

Ed ' | \ E
Lo e : L
. - e probab_ly ' - S
unfortunately heve .
| SR washed the .. -
— S ., dishes .
. . . \ . . . . .

_ All of the sentences above can be accounted fcr by addin( the ID .
- rule 1n 28 to the gra-ar. : . .

28, <1, (VP => ADV, VE], ADV(VE')> A i o .
. where ADV(I) the nodal ‘and evaluative adverbl ‘

Note that the daughter VP in 28 is the head of the’ nother VP. ‘l‘here- .
fore, the daughter VP will have all of the samethead features as fts i
mother, becaufi®¢ thie Head Feature Convention ensures that the head of a N
" phrase will have head features identical to those of its mother node. W
_ The ADV will bé marked with the rule nusber (1), because. the lexical - k!
category introduced by a rule is marked with the rule Ausher. In the =~ -
'semantic rule in 28 the value of the adyérb is a function which takes _ r

. VP type denotatins as arguments and yields VP type denotations.. - : S
It is necessary. to ensure that adverbs of lexical category 1 may - .

", . not follow their sister VP’'s. Otherwise, the subtree in 29 will be .
- .generated and. it will be incorrectly predicted that nentences such as : .

30 are (ra-aticel. ‘ . C S hoy .'
. 9.. ‘ VP .. . o ' h) '
AR WL W L e
( a : VP ADV | ' R

30. #Patrick went to the bank probably and nithdrew noney from ™
from his checkin( account. defindtvly. ' . | S

: Ne could ‘add the LP rule in 31 to ensure 'that an udverb af the loxical
 cdtegory 1 must precede a sister VP. However, 'if.we assume, as do '
Gazdar und Pullum (1982), that English includes a general LP rule
uiring lexical categoriec to precede non-lexicel catuoriu. then Ry
is not necuury § T




: - 3l.. ADV VP o 0 - _ e _

’ . - . [1] * .. . ; ’ . ) . . o o
u . iven the ID: rule in 28 and the LP rule in 31 the basic phrase. =

structure rule in-32 below will be part of th gra-ar, ‘but the rule in

33 will mot. . ] \ [N
' 32. . S-Adverb basic rule: \ 1 |
<1, [VP -> VP], ADV' (VP')> | T
o where ADV(1)= the evaluative and modal adverbs : /
33. <1, [VP ->.VP ADV], ADY' (VP’)) . ’ :

I will lebel 32 the S—Adverb buic le, eince evaluative and
modal adverbs have treditionelly been knewn as sentential adverbs, but.
I do not mean to imply that every adverb which has been -iabeled a /
sententialk adverb should be introduced by & rule like that in 28.3
. In the following section I will show that once the rule in 32 is .
“adopted, interaction with a number of independent tivated rules of ..
* GPSG accounts for a wide range of data. First, hdwever, I will use
some of this data .as basically theory—-neutral evidence for the couhg—-
uretmn in 6, repeated below. _ L
34. . ‘j ' ,VP !
../ \
ADV . VP .
" The examples 19'35-37 provide (widﬁence 1_'or the higher VP node in’
35. John said he would deﬁni&ely pay me ‘and Mm
" he will. (VP Preposing)

, 36. Two plus two will i f \ and one plus three ~ ¢
will, too.. [VP Deletion] . Q,

37. " John Mr_m_mm end msiblx _1_ hit the ball.
. [VP Conjunction] :

If '35-37 ere ‘indeed exsmpies of VP l’repoei’n(l‘P VP Deletion, and VP
Conjunction, as they certainly appear to be, then the adverb end
following verb phrue must be dominated by VP. .

qulel such as 38 provide evidenoe for the lower VP node in 34

38.. Rhonda hel probebly been to D:lnouur ,Per* end Ji-y » e
. definitely has. L yT
ause of the preeenée of definitely 1n the second ion.junct, ‘the only
interpretetion for this sentence is one in which only been to Dinosaur
Park haa been ’deleted’, and not probsbly been to Dinosaur Park. The
sementic rule euocieted with VP Deletion ensures that the value of a
previous VP is. eventually plu“ed 1n to the trmletion of the right
conjunct. -Since the value of been to D sur'Park is plugged in to
the translation of the .right conjune en | | .
_the left conjunct must be & VP. A sementic etion L
must allow either the value of the lowsr VP on the velue of the higher .

VP to be plugged in to the txanslation of ‘the pight conjugt. 1In 36, - |

: the mt neturel reading um in whicb the v }u of the higher VP is
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plugged in. In 38 the reading in which -the value of the lower VP has
been piugged ‘in is forced by . the presence of def;nitelx .

- 3.2 Evidence fron rule 1nteract1ons

' In this section I will show that once the S-Adverb basic rule in
. 32 is adopted, .interaction with a number of 1ndependent1y~.mt1vated
-rules of GPSG account for a wide range of data.

’

-

- 3.21 Coord1nat1on

' Gazdar (1981:158) proposes the following rule achelata to account - o
for ‘constituent coordination . ;

: 39. <2,'[a -> al..., an],. B’(al’,...,an’i)
B] - - '

_ _ where B 6 [and, or] and a is any ayntactic category
'_ 40. <3, [a = B a], 9> . _ B o S
(3] S

L where B C- [and, or] and a 1: any yntactic category

_ If a is VP and B ia and, then the’ sche-ata in 39 and 40 will
produce structures such as s 41 and 42

-

Ca e ey
VP VPland] . VP VP VP[and) |
and/\VP_ L S e WP

These rule achemata together w1th the S—Adverb baaic rule proposed D
in section 3.1 predict the gralnaticality of sentences such as 43-46 ip"
which adverbs precede verb phraae oonjuncta. '

it

43. Patrick w111 stop by and probably bring some wine.' :
44. Patrick will certainly stop by and probably bring some wine.
45, Patrick studied, but probably flunked the test anyway.:

46. ‘Patrick probably works hard and definitely enjoys his work.

. These sentences will be assigned the following trees:’
\ |
.« Patrick )//)ﬁl\ VP| d] E
y“}, | w1lb atop by ' | ‘//,)"1‘_‘\\;“
\ i - i ' probably bring some wine , \
I . - 24' o

. . .
. - - . - . '
g . . ’ RN Y. ’on




- 48>

49,

50.

oo o L ' K /)/ J y
. o certainly[ﬁi&i ADV \\f\vp |

I a
- Patrick

‘ '. » / \ .' o . | ) - k‘
wiW)P\ VP[‘and]. e ‘

\*

P&ltl‘ick ,

. stop prouably : brink some wine'
by. _ E . ‘

///, ‘\\\\\\\\ .
' '/// \\\\\ VP[but]

-

. v ".bt

- (. studied ADV.. . v .
.. probably flunked the test.

#alriék ’/’//’ \\\\ VP[uud]~;; - o

V' and P

‘ probably- . ADY .- & ' '
-; - - - hard ' defigitoly enjoys his wor ',' dﬁ-

The ¢r—ntica11ty of uentencu such as "$1-64, wtth evaluu!ive

udverbl,

N 51.
e 52.
53.
64.

is, of course, allo predicted.
Patrick will stop by and unfortuﬁutely stay for diuner.

Patrick will fortunately stdp by, but unfortunatoly ltny fur
dinner.
Patrick utoppcd by and unfortunately ltuyud for dinnor. |
Patrick fortunutely ntopped by, 'but unfortunutoly stayed for
dimro ' ' . ) <y v

\“‘ ) '
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Exanblé{.such as 43—-. and 51—54 are problenatic for Jackendof
analysis. They are obvio s counterexanplea to the claim that S-adve bs‘
" always occur as daunghte of S-at the surface atrucd\:c level. Once’
Cohjunction Reduction ds given up, such examples are also counter- :
examples to the claim hat ‘S-adverbs are always daughters of S at}&hei -
deep structire level. - e ' S "

v

3.22 Right Node Raising '
.- - The next set of éxamples ‘include sentences which have tradition-
ally been deacribed as having undergone the tranafornation of right .
*.°  _ node rajsing. 'In Gazdar (1981) right node raising structures are
o '- - accounted for by the rightward diaplacelent ache-a Th 55

P

5. 9, [a -> ‘a/B B], 'ZhB[(a/B) ) (n')>
"' where a ranges over clausal categories and B can be any
phrasal or clausal category ) “

The rlghtward displacenent achela. the coordination cchelata. and
- the: slashing metarule interact to produce structures such as that in
Gazdar s example if 56

. 56. -
- S/NP ‘ S/NP[and] : tha rnbid dog -
NP. ,,'VP' ..-'."and S/NP

- : e N

7 Harry V NP/NP '~ NP~ VP/NP
< oNT : ik I\: - ' ' o < N\ '

S ‘caught t° Mary \‘r NPI/NP

o o s killéd t ,

The rightward ditplacalent lchaua per.ita the rule (S ~> S/NP
NP],

The coordination schemata perlit tha rulgl [S/NP —) S/NP S/NP]
[S/NP -> and $/NP].
The slaslfing metarule permits the rulea [S/NP -> NP WP/NP]. and
' .[VP/NP ->'V NP/NP].
.70 With the addition of the. s—Advarb basic rule to the grammar, the -
_¢ra-atica11ty of right ngde raiuin( séntences such as the followin( in
'uhich an s—adverb pracades the verb(l) is pradictod : '

- 57. - Herry | probubly ’uum and Mary certainly killed the rabid
D TR * dog.
58. Harry caught and Mery probably killed the rabid dog. .
. : . 59. Harry ceught and Mary unfortunately killed the rabid do(.
v, %Y . 60+ Herry fortunatoly cau(ht andknary fortunataly killad the.
B o " l‘d)id do‘o . . ) )
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"The- slashing metarule applies to the S—Adverb basic rule, as in
;o0 61,.and allows the:.derived rule on the righthand side of the arrow. :
. This derived rule allows tlie adverb to precede a verb which has hect its
. Co ob.ject raiued. ‘shown -in 62. - B .
.' ) ) . Ny ) :
C61.. (1, [VP > ADV. VP], B> ==> S '. t
<1([VP/NP -> ADV VP/NP]. F)"

b . . ————
o . S/NP S .S/NP[and]_ . the rabid dog ,
© NP @ VP/NP . _ and S/NP — .
- Hal . ADV/ ~ v /N.P NP /NP |
rry o A " . .
. f , | L y \ o
z probably 3 V. NP/NP Mary 12 VP/NP _
N
unfortuuately ~probably r NP/‘NP '

ceu(ht t killed t

. The ri(htwerd dioplece-ent achema, the coordination oche-ate, the
slashing metarule, and the derived rule in,61, together, prodict that -
sentences such as the followinz are grammatical.

.« " - . 83/ Harry will catch’ and probably kill the rabid dog J
© . 64. BHarry will certei,tfly catch and probebly kill the rebi dog.
'l‘he (rmars will ani(n the.e oente:nce. the followin( trees. '( o
- 65. . °
- Ta .
[
PO NP Vll’/l'll",' : - therabiddog e
- “ Harry . -V * . _VP/NP I .
S e e will ve/NP. T VR/NP [and] @ .
. - , § . /\ /\ S ) N
. ' ‘ % NP and. VP/NP o - .
"' R 2 R . / \ ) v
S o catch t'  ° ADV- . VRYNP .
" probably \% NP/NP T
TR o
i_'ﬂ o
. . 1 '
M ’ .
-~




v Loy v

o o
»
' . : ;
N .
56. / \
| '.’INS/NP
NP VP/NP\
. Hafry Vo VP/NP
o - ’ S
o | will vp/m’\“\ /VP/NP [and] . |
' B . VA . - , '
\> . AV VP’NP and vynp ; o
o - S /
‘ certqinly Vv NP/NP ADV VP/NP : _ ) y
7 cateh  t——robably v NP‘/NP
. kill " t , .'. . . .f .
., ..g N . ) \, . . - " , . .. .’
I The trees in 65 and 66 are right node raising structures, but -

sentences such as 63 and 64 can be produced without the intonation -
pattern chatacteristic of ri node raising. Thus, it seems necessary
to.provide trees for sytch sent&nces which donot have a right node B
raising confidugntion -1 will argue that the’ graamar should include = e
the rule of "minor-right node raising” in 67.4 Once this rule is ' :
f.adopted .sentences such as 63 and 64 will be a--igned two distinct tree
structure-, one like thoca in 656 and 66 and another like that in 68

67. <57, [VP - VP/NP NP, VP/NP'(NP')> .. ' - ‘
B

will T wp/ep N, S

S 4 . VP/NP' . VP/NP[and] tﬁe rebid dog . . |

u . \ '/ ‘-\, o / \ - "‘_ . '. -
' . ADY- VP/NP and VP/NP. - ~f , - st
'cqrtainly

' . AD/ ’ \ .;&N ' - I ‘ “ ‘-
- v v - -

U SR lv NP{NP probsbly V NP{NP N\ |
::atch t ol ot S .

|'b‘

Inclhlion of . the rule [VP ->. VP/NP NP] in the-iililar can Be , A
lotiv.tod by ¢considering sentences such as 69. , o S
89, Bd said he would catch and try to kill,the r!bid dog and B
s catch hnd try to kill the rlbid dol hn will. L
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i'If the second conJunct of sentence 69 is to be treated as an
. example of ’'VP-fronting’, then the grammar must provide a ltructural

description of _gtch and try to kill the rabid dog in which the entire

-phrase is a VP. " The minor right node rainin( rule prdvides for such e

description. as shown in 70 ) -
N 70. w ' ' _ : - .‘
\ . S/VP o
<( TN ‘
VP/NP : NP - . VP/VP
/up /NP(and] h sbid - h“ | v/}/\'m
P “ VP NP[and t e r e ‘
,7 ~ , Lo ¥
. NP(NP and VP/NP - do( will t
catch t -V : V/NP o .
. | " . ~ . .
| L te Y NP{NP o
, kill t

4

Sentences luch as. 71 provide further evidence for minor right node

.railinq& -

| D -
1. Bd will ltudy for end tny %o pass the test and Mary will too.

[ 4

nd conJunct in lentence 71 is to be treeked ap an
a-ar must allow study for and try

to pass the test to be a VP. The e (VP = VP/NP NP] will provide a
reprelentation n in which it il a VP, ‘as in 72. _

720 : | o s ' A i .
. ’ . / ] \
L | /

If the s

b s
_NP/\VP
' ”/G\
Bd vV .V )
oy e e e
will VP/NP . -
. + VP/NP VP/NP [and] the test will o
N X0\ o |
V NP/NP' .and VP/NP . . o ”
=N LN - N
~study for -t . V  VP/NP .
o .. .. ' /\ .
S o - /try V  VP/NP
' ' o, N .
~ " . , to ;l NP/NP Py
e , ) N v “- . t L.\ i
.o _.235)‘ . "
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Tt nuat be noted that 1nclusion of the rule [VP -> VP/NP - NP] wlll .

allow for the generat1on of the following ungrammatical aentencea

7 3.
‘74,

*John gave a vase the woman who he’'s da}ing:

*John persuaded that Harold left the woman uho 8-

standing over there. :

o o 75: *John expected to.win‘ihe rupner from Auatralla."g-_“ -
-7 7776, "%John said he would give the woman he’s been dating a vase
' - " and give a vase the woman he’s been dating, he will,

/ v

. Sentences auch as 73-75 will ba generated by the grammar anyway
" because of the rightward diaplacanent rule.. One solution which comes-
. ‘to 'mind for preventing both the rightward displacement rule and the
’ . minor right node raising rule from generating these sentences is to
: ainply diaallow the following rules from tha grommar:

/

- 77 VB/NP >V NP/NP NP
.} TB. VP/NP -> V, NP/NP S
~ " 79. vp/NP > vl NP/NP VP ‘

Thia, howevar, ia not a viable solution bacauaa rules 77-79 are

needed to generate grammatical sentences such as the following, 'in
- which. top lizatlon has applied :
I" = . 80. Janet, John gave a vase.
.. o 81, Kim, John persuaded that Fido runs. (.
82, Jimmy Carter, John wanted to win. v '

Unfortunately, I ‘de not have 8 aolution to o,’or at: this time. It

shoild be noted, however, that examples such as 73-75 have been proble-
matic for all previous analyses of right’ node raising, and that it is , =
very likely that,an account of the ungrsmmaticality .of these sentences

when assigned right node raising structures will also account for their

ity when aaaigned minor right node railing structuraa

t

=> V - VP), Rp[v*( v'(P))l ==

) T 1

[+AUX] | :
CoK[B >V 8], V(ST s \ o
[+emv) . (] . , |

¢

" The S—Advarb basic rule intaractu with thin -ctarule to predict
the gresmaticality of questions such as 84 and 85 Tha quaotion in 84
uill be an-ignad the tree in B8S6. : .

o

8’( will John Qrobagly ave? . o R . e
; 88, . ~Y1d John fortunatdly deave? . - . o

4

. . " . .- . . ' ) K
: . . 2 . . .
. . N - . . . .’ D

. . [ 0

. : N . , N Y
B LI . « . . ) ,‘;
Y ' ' o . Lo !
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’
'S " \
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o | /\ ,. o L
* John Anv./w L |

el o probably V . o . ' _. | 4 - .

leave

e

Both Jeckendoff (1972) and Bellert (1977) have argued that
- questions such as 84 with modal adverbs are eyntecticelly well-formed, /-
but semantically.or pragmatically odd. . ,
Jackendoff (1972:84) notes that "many S adverbs do not fed
comfortable in questions” and ’etare’ 87 (his 3. 160) to indicate that
it 1. uneccepteble '

‘tl)ul Frank probebly beet ell hil opronentl?

sentences such as 87 miss the point” apd that “a semantically -

based analysis is called for, in which there is eason for these T

facts" (p. 84). g ‘ :
Bellert (1977:344) wtates that IModal eententi adverbe are

predicates of the truth: they qualify the truth of the proposition

- expressed in the same sentence, and they do not qualify it ne(etively

Neither .do they occur in queetione and cites 88 (her 21) .

*$Has 'iohn probebly come? B : coo
Will ertainly{. o 3 : LT .
ident.ly ' C .

. ‘ L
He argues that "purely iyntectic epproechee to tn%unecceptebility of ' .

L4

. 8uch queetione are uneccepteble, eccordin( to Bellert beceu-e "we do f
not ssk quéstions and at the seasie time evaluate' the truth, or degree of e l
~truth, of the proposition that is being questioned” (p. 344). . v
: The explanation offered by Bellert .is supported by the observation S
thet. 'in contexts in which these constraints do not, in general, hold,: . _ .}
questions such as those in 87 and 88 are acceptable.. A context in . e
which we expect questions to be asked which "at the same time evaluate
the truth, or degree of truth, of the proposition that is being ., . - . |
questioned” and which "essert & proposition in one and the same ' N \
' sentence” is the courtroom context. Questions such, as 89-90 are cer—. .
'teialy ecoepteble in a courtroou setting.

Vo

. 89. In your opinion. hes the defeo;nt possibly i:erJured ht-eelf? o
‘80, - In your opinion, did John Jones probub&y éouit euicide? -

It is eleer from such euqlee thet the. unlcoeptebility of ,
‘mtehoee such as 87 end those in 88 should be accounted for by con~

"' straints such as those offered by Bellert, rather than by syntactic

, . constraints. A plliler mtreint is, obvioully reeponnble for the . . . . !

.
e : 31 -
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‘unacceptability of questions such as 85:  we do not question a bropo-
sition and at the same time comment on the: propoa;tion we are ques-
I tioning. This constraint is violated in a courtroom setting, perhaps
because lawyers are often obviously assuming the tguth of a proposition
while at the same time asking for a witness to evaluate the truth of
‘the proposition. So, in 91, for example, the questioner is comment ing
on thd»propoaition, while. at the same time aaking that the, reapondent

/

evalua‘e its truth. ©Q - , N
. 91. Did thin woman unfortunately get involved in a llfe
) - of crime? T . :

S will conclude that the questiqns 1n 84—85 and 87-88 are syntactically
. well-formed and that the $-Adverb- basic ryle and 'Subject-Auxiliary -
Inversion’ -etarule interact to yield corfect pre ictiong.

3 24 VP Fronting .

Gazdar et al. (1982) account for 'VP-{fonting’' by the more general
rule of Topicalization, repeated below. claim that "the pheno-
menon commonly referred to as 'VP-fronting?® ¥; simply a special case of
topicalization and can therefore be subsumed under schema 13 [92 below]
by allowlng a to range over frontable v’ [VP]’typds \(p. 18).

o
92.<13, {S -> a S/a], jlh,[(S/a) 1(a’)>
dhen a = VP, then a is to be —FIN —Iﬁ? ~ASP]

: ‘The S-Adverb besic ryle and the te topicallzqtjon,schela ihﬂ92_cor-
rectly predict that sentences auch as 93 and 94 nre gra’:?tical.

93. ?John said he will definitely pay me. and definjtely -
p&& me he will. . -

94, 7?1 thought John would probably leave to*av01d seeing
his nother and probably leave he did.

While sentences’ such as 93 and 94 -ay not be fully acceptable.
they are certainly not ungrammatical. It seems likely that semantic ©
and/or pragmatic constraints on VP Topicalization, #milar to those o
discussed by Prince and Prince (1980) for NP Topicalization, -ay be .
respons1b1e for the oddness of such sentences.

These sentences will be assigned the -tructureu 'in 95 and 96. The
“topicalization schema allows the rule [S -> VP S/VP) and the S—-Adverb——-
baaic rule allows the rule [VP -> ADV VP] .

95. - wg , . 2
. . » ' / . .
VP(+BSE] | S[#TIN]/VP[+BSBJ - o
TN \\\j .
CADV VP[+BSE] NP VP[+ IN /VP[+BSB]/k "

© et ——

pay me - will ' ‘

32\

.
vorw grond|

definitely /\ : he_: | |[+I‘IN] g o




e
*

96. | -8 | " ‘
VP[+BSE] S[+FIM) /VP[+BSE]
, | - O\ -
Afv _ ,.r[+nssq NP VP(+FIN])/VP[+BSK]

| probably 'V[+ﬁSE] he V(+FIN] .-t
R 1
_leave did

fmtem e t e B S UV P S

v

It is hlgd.predicted that sentences ;uch as 97 are grai-atabal,

-since evaluative adverbs are also introduced by the S-Adverb basic

rule. .

- 97. Bob knew Bill would unfortunately flunk the test, and
Junfortunately flunk the test, he will.,

'Howevér,‘lhntences such as 97 are much worse: than pe;lencec such as 93

and 94. But the differences in acceptability are. expected, given the
differences in acceptability betwsen 98 and 99. : o

98. Bob knew Bill would probably flunk the test. .
99. Bob knew Bill would unfortubately flunk the test.

_ Sentence 98 is fine, but 99 is questioriable. The oddness of sentences

such as 99 obviously has to do with the function of evaluative adverbs:
they are expressions of the speaker’s attitude. Parentheticals.such as v,

" I think.also express the speaker’s attitude. :Although parentheticals

which express the speaker’s attitude occur freely between the auxiliary
and VP in main claumes, as in 100, they do npt occur in this position
in embedded clauses. o g | A
100, Bill will, I think, flunk .the-test. L
- 101. Bob knew Bill will, I think, flunk the test.
| - - S . o
The oddness of sentences.such as 99 shouid be explained i; part by the
same pragmatic or semantic constraint which explains the oddnéql of

sentences such as 101. '

: ) . ' .
" Given the rule ofs Topicalization and the derived rule in 102, it

‘would seem that ungrammatical strings such s that in 103, in which the .

:'13.25_ VP Deletion = ' ' T

adverh is strandad, will result._.. _ »

]

7

- 102, VP/VP > ADY VB/VP ... .. o L
103. *John said he would definitely pay me, and -
' pay me he will definitely. (with no pause before the adverb)

However, onée the'fraco Introduction Metarule is adopted, strings
such as that in 103 will not be produced. . I will not explain here why -
this is the case, since a detailed explanation is given in section 6.

]

. Gaxdar et al. (1982) give the following metarule to accoustyfor
'VP Deletion’: L N '

~v' ~

o . : ¥
‘ : o
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' » 104, VPD: . < [VP > V VP], F ) =) ([VP - V VP], l‘) : '
' ' . [+AUX] _ ’ ’ [+NUL] v
: ’ (-PRP] L . ¢ AL v S v
" The metarule in 104 "takes any V1 [VP] [+AUX, -PRP, -GER] rule which .
expands as V followed, by V' _(VP], and simply . adds the feature +NUL te . ™. ' .
the complement Vv’ [VP]" (p. '606). The rule in 105 mtrodut:eq e, which :
repre-ents the eupty atring.
. , .
[+NUL] : S
where v is a COntextually bound varlable ranging over
VP denotations. :
Given this »gnalysis of VP Deletion and the S-Adverb baiic rule,
sentences such aB 106 and 107 will be aui(n tlge ‘trées in 108 and
109, relpectively : : R '
106. Two plus two will neceuarily equal four and o " )
. one plus three will, too. . o s
‘. 107. Rhonda has probably been to Dinosaur Park’ and ' - )
. -‘.Jiny definitely hu . _ o '
\
. .
T
U i "~ / \
\n * ' probably been , © " definitely 1 V'P_' _
' _ P to Dinonnr Pnrk L - hes - é .
4t mturul rudin; of 106 is tho ono,in which 'the contoxtually L oo
X hblt v taku os m value. ﬂu denotation af the VP ,- - .
SRR * B
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uecessariiy equal four. In 107, the reading in which v tdkes as its

value the denotation of the, VP been to Dinosaur Park is forced by the

- presence of definitely in the sgcond conjunct.

.It should be noted that given the metarule analysis of sentential
adverbs of Gazdar et al. (1982) it would be difficult to explaip the
interpretation of. 106 in which‘what has been *deleted’ semantically ¥n

' the second conjunct: is necessarily equal. four, since, according to this

analysis, necessarily equal fohr would not be a constituent. -Under
their analysis, 106 would be assigned the tree in .110. . '

110.

,,/””, \\\‘\\

two plus twoi V ADV
- l

o S will necessarily ‘equal four - h

Jackendoff’s (1972 .1977) analysis would encounter the sapme problem,

because his adhlynis also claims that necessaril ual four is not a
constituent. Thus, sentences such as 106 are problelatiggfor the
analyses of Jackendoff (1972, 1977) and Gazdar et al. (1988), but .

immediately accounted for by the S=Adverb basic rule, given the 'VP
Deletion’ metarule of Gazdar et al. (1982).

Given the VP Deletion analysis and the S-Adverb babic rule, it
would seesm that ung allatical stringg ‘such as that in 111 would be
generatéd. . . -

' 111.' *John has probably gone to Cleveland'and'Mary
has probably, too. ' i
(with no pause between the auxiliary verb and adVerb)

' The second conJunct would apparently be assigned a structure as in 112,

/\

im'. ) / \ >
ry . , :
’ Coae | - / N
. B o has .A?v. VP.
_ - B __._ - probably e '
The VP Deletiop -etaqple allouu the rule (vp => v vP] . " The S-Adverd.
[+null ' S
basic rule allows [VP -> ADV- VP] The Head Feuture onvention,
[+null] d

ns-u.ing as do Gazdar ot al. (1982) that ggl; is a head feature. en—

‘sures that the lower VP is also [+null]. We could account for the"

‘.unlrul-aticality of sentences such as’111 simply by revising the

S-Adverb basic rule as in 113, opocifyin( that the . dominating VP nu-t
be [—null] T - R

4
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113, VP ->ADV VP
[-null] . | roe

However, in.sqgtion 6, T will argue that it is not neceslary to lpecify
that: the dominating VP 'is [-null] in order to account for the ungra-

_ laticality oflnentencea such as 111. ‘f--a

. 3. 2 Evaluative and modal adverbs in clausewinitial and clauso—final

ponitions

Evaluatjve and modal ad rbs occur in clause-lnitlal and clnune
final positions with comma i tonation. as the following exalpleo
lhow 6 - . o

d .,‘

114@ 'Unfortunately, Jolin has been-in an aocident

l - 116.- Obviously, he was driving while he was drunk.

e 116, He was not seriously injured, fortunately
117’ He will be released soon, probably..

They alno occur in inijfgl and final'positionn in embedded

- clauses. ,

118.. Mike knows that unfortunqtely John has been in
- an accident.
119. The legend that’ Milton was an unpopular poet
. has lived so long that probably it will never °
be deotroyed : .
The adverb must . follow the_colplelentizer or it will not be inter-

_ ‘preted as part of the embedded clause. The only interpretation of 120

for exeample, is one in which unfortunately has scope over the root
sentence and not Junt the e-bedded clau-e Such oentenoe. require
parenthetical intonat1on _ i '

120. Mike knows, unfortunately, that John ha- been R
' in ap accident. R ,

 Gazdar et al.. (1982) mark that-clauses with the featurs .. X
{+Conplenontizer] That-clauses are introduced by the basic, rule in
121 Lo ' ., E vt "N '

1S
4,

1é1.' <6, [S -> that S], 8*> . SRR
S C N & . '

The 1D rule in 122 accounts f¢/r ovoluativo and ‘modal erbs in .
clause-initial, and clause-final pos tions. Marking S as

e

.[~Complementizer], ensures thiit the/ adverdb will not be part o the

elbedded clauso if 1t precedes thq cohplelantizor.

122. <2, [8 -5 ADV, 8}, ADV'( ') S
' ‘ . (-] R o
where .?DV the . evaluative -and -odal adverb- | '
¥ z‘] .

| .' . . R 'u * .. | 'I -. tt'“ /
. . o ‘ L
. ’ . L Lt .

.
Y
v
1 -
‘
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We now have two lexical classes consisting of modal and evaluative
adverbs. Adverbs of lexical class 1 are introduced by the ID rule <1,
[VP ~> ADV VP], ADV’(VP)> and adverbs of class 2 are introduced by the
ID rule in 122. "It is, of course, desirable to relate adverbs of
lexical class 2, which are of type <<(s,t>,<{s,t>>, with their doublets
in lexical class 1. The lexical rule in 123 will accomplish this (cf.
Dowty (1978) for an explanation of lexical rules in Montague Grammar).

123. If a © ADV [1], then Fi(a)€ ADV [2], where Fi(a) =

Translation: L. “PA P(a’(“P(P))], where “P is a vari?le ' % "

over VP type denotations -and P is a variable over
NP type denotatlon .

This rule states that if there is an adverb which is of lexical class

1, then there is a corresponding adverb Qf lexical class 2 vhich has

the same form, and which is translated as &“P4 P[a(-P(P))].

_ If 122 is revised -so that the lexical class 2 includes other adverbs

which occur clause-initially and finally, .then there will not be a

one-to-one correspondence between the two clases of adverbs.

- "Style-disjuncts" (cf. Greenbaum (1969) and Schreiber (1972)), such as

confidentially, honestly, and frankly in the following examples, occur in

clause—lsiz’ 1 and clause-final positions, but do not occur in pre-verbal

position hout parenthetlcai intonation.

124 Confidentially, she’s no friend of mine.
125. Honestly, I didn’t mean to insult you.
126. Frankly, I simply don’t like you.

Temporal adverbs, such as yesterday and tomorrow, also occur in
clause-initial and clause-final positions, but ot pre-verbal positions.
Some frequency adverbs, such as occasionally and frequently, occur in
‘clause-initial and clause-final positions, and also occur in pre-verbal
positions. It can be assumed that these adverbs are in lexical class 2,
but, as explained in section 4, it will still be necessary to posit a
distinct category to which these adverbs belong when in pre-verbal
positions. A few VP adverbs, such as quickly and slowly, also occur' in
clause-initial and elause-final positions. All VP adverbs occur in
pre-verbal positions, but generally do not occur in pre-verbal position
when the verb is an auxiliary. Thus, if guickly or slowly occur in

- pre~@uxiliary position, .then it is reasonable to assume that they occur in
this position by virtue of belonging to lexical class 1. Speakers differ
as to whether or not they accept these adverbs in pre-auxiliary positions;
some speakers accept sentences such as 127 and %EB, whjile others do not.

127. ‘The man quickly will bang the drum.

.128. The children slowly have recited the alphabet. "
This difference can Be accounted for if we assume that for some speakers, . . -4
these adverbs are members of lexical class 1, but for other speakers, they

are not. . .- ) . ‘ ‘
. | ~ A &

e
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- FOOTNOTES

1. 1 am using the type assignments for NP’s and VP’'s given in Klein
and Sag (1982). In Klein and Sag (1982), VP’s are third order -
predicates. Dowty (1979) and Bach (1980) have argued that modal
and ténsed VP’s should be dnnlg:ed as third order predicates. As
noted by HQowty (1980), once tensed and modal VP's are defined as
third order predicates, "an expression of the .category PredP [i.e.
a tensed or modal VP] has the meaning of the subject of the .
sentence within its scope. Hence an adverb like possibly, which is
part of the PredP, can likewise have the subject within its scope,
which is the crucial semantic property that S- adverba must have"
(p.7). ~
Pullum (1982) gives arguments for the claim that to is a verb. .
. "Style disjuncts" (cf. Greenbaum (1 ) ‘and Schreiber (1972)), such
a8 confidentially, honestly, and fr in the following examples,
"~ have been labeled sentential adverbs,. but do not occur 1n pre—
verbal positions without. parenthet1cah intonation.
. .Confidentially, I wouldn’t trust him. ,
Honestly, I love that color on you. . -
Frankly, I can’t stand divinity fudge.
4. It should be noted that the rule of minor -right node raising,
[VP -> VP/NP NP], is not produced by the rightward displacement
schema of Gazdar (1981), repeatqﬂFbelow, because it is requ1red
that a be a clausal category. ’ .
RDS: +<9, [a -> a/B B], hn[(a/B) HB*)> °
: where a ranges over clausal categories
S and B can be any pbrasal or clausal category.
5. Note taig a sentence siuch as, Ed said he would catch and kill the
rabid dog and catch and kill the rabid dog, he will. cannot be used
to motivate the minor right node raising rule, given the rule
, [V -> V and V] which Gazdar (1982) assumes. Given this rule catch
and kill the rabid.dog can be generated as a VP consisting of a
co-diex V and an NP. Rather than argue against this complex V
analypis, I have given an example in which it is clear that two
verbs have not been conjoined, since try to kill is not a verb*\
6.- We cannot account for adverbs in clause-initial position by
allowing the Topicalization Schema to apply to adverbs. If the
Topicalization Schema were allowed to apply to. adverbs, it would
incorrectly be predicted that i and ii have readings in which the
adverb has scope over only'the lower clause. :
i, Probably, Jake knows that Howardgwill leave.
ii. Unfortunately, Jake knows that his brother has been
' in an accident. .
Since the Topicalization Schema is stated as not applying to lexical .
categories, topicalization of adverbs is correctly ruled out.
"It is also neceassary- to rule out topicalization of adverb phrases.
Otherwise, we predict -an interpretation of iii in which the ADVP has
lcope over the lower clause. .
“111. Quite pou.ibly, Jake knows that Howard will leave.
7. This example is from Jacobson (1964), citing B. Ifor‘\yan-,

A_Short History of English Literature.
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4. Tenporal and Frequency Adverbs ﬁ

In this sect1on I will compare the placement of temporal and
frequendy adverbs with the placement of evaluative and modal adverbs.
.The results of this conpa§1soh will be important in the analysis of
adverb stranding to-be presented in section 6.

Adverbs which specify frequency, such as always, sometimes, -

. occasionally and usuall » occur in mest of the same popsitions as

‘evaluative and modal adverbs. Tenporal adVerbs, which specify a
particular period of time, such as' zesterdax, oday, and to%orrow,
occur in much fewer positions.

Frequency adverbs, like evaluative and modal adverbs, occur in th

- configuration in 1 when immediately preceding a main or auxiliary verb.

-~

v

k

lo. VP
N !

ADV VP

Examples such as 2 and 3 provide.é@idence for the higher.VP node

L

in 1.

gj Laurie sa1d she would always love her mother, and
always love her mother, she will. [VP Preposing]

3. Danny will always love Marsha, and Mark will, too.
‘[ve Deletion] .

¢
If 2 and '3 are exanples of VP Preposing and VP Deletion, as they
certainly seem to be, then always love her mother and always love
Marsha must be VP’s. Examples such as 4 provide evidence. for the lower

'gP node in 1. Because of the presence of sometimes in the second
n

Junct, the ofly reading of 4 is ome in which only paid for dinmer
has been 'deleted’ semantically, and not usually paid for dinner. If
this is an example of VP Deletion, as it certainly seems td’ be, then
paid for dinner in the left conjunct'must be a VP. K

4. ,Michael has- uaually paid for, d1nner. and Beth aonet1nea X

has.
Te-poral adverbs such as xeaterdgx and tomorrow do not occur i
positions immediately preceding main or auxiliary verba, as exa-ple“\

such as 5-7 show.

5. *John yesterday went to the beach.
6. *John will tomorrow go to the beach. | (
7. *John'to-orrow will go to the beach. S

Theae adverba, therefore, do not occur in the configuration in l
Temporal and -frequency adverbs, unlike evaluative and modal
adverba. do occur at the right ‘of conJoined VP's, as in 8 and 9.

- 8. Clarklwrites letters uaually and sends telegrala ao-etiiea.
9. lCIark wrote a letter yesterday and sent a telegra- today

Such’ -entencea can be accounted for if these adverbn occur in’ the
configuration in 10.

E Y
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10. VP
AN
VP ADV

The following chart sums up the positéns of occurrence of
evaluative, modal, frequency, and temporal adverbs when not clause

initial or clause-final The phrase structure rules by which each type
of adverb nust be introduced are also listed

Left sister Right sister P-S rules

_ ~of VP of VP
Evaluative and modal ° yes no - VP > ADV VP
Frequency adverbs : yes . yes = VP. -> AADV VP
) : VP —> VP ADV
_“-Ie!poral adverbs " no : 'yes VP => VP ADV.

V

Temporal adverbs’ occur only as right -isters of VP, while evaluative
and modal adverbs occur only as left sisters of VP (cf. Section 3).
In order to account for these observations, it is necessary to _
1nclude the three ID rules and two LP rules given below. -

11. <1, (VP -> VP, ADV] _ADV’( VP'J>'
where ADV = the evaluative and modals
- (1] . .
12. <2, [VP -> VP, ADV], ADV’( VP’)>’
- where ‘ADV = frequency adverbs
(2] ... .
13. <3, (VP -> VP, ADV], ADV’( VP')>
where ADV = temporal adverbs
. (3]. Lot -
14. VP < ADV
S (3]
» 15, . ADV < VP
(1] '

, _Given these ID and LP rules, the following phrase—structure rules
will be basic ‘rules of the grammar.

14

16. <1,[VP -> ADV VP], ADV’ ( VP’))
17. <2,(VP -> ADV VP], ADV’( VP')>
18. <2,[vP -> VP ADV],'hDV'( VP’ )>
19, <3,(VP ~> VP ADV], ADV’( VP’))>

The ID rule. in 11-13 cannot be collupaed in any way, because of
the need to enforce different linear. precedence restrictions on the
_ three types of adverbs. I have used the rule numbers in the .LP rules.

. Some other feature could have been used, but we would still need three
. distinct ID,rules, sifice the adverbs in the ID rules would have to be
marked . with different features,

" When Gazdar and Pullum (1981) introduced the ID/LP for-at they
~did not specify any requirements on the form of LP rules. In andar
and Pullum (1982:21), it il claipﬁd that thq LP rule in 20 i. a rule of
; ln(lilh. A - , . 40

®

As shown, frequency adverbs occur as both left and right sisters of VP. a




" (adverb phrase) in these.rules, they are no longer inconsistent with 20.
‘T will leave open whethér such a move should be taken, but note that if

, - 20. [+LEXICAL} < [-LEXICAL}
Thus, it is clear that Gazdar and Pullum 1nte:L features. other than
syntactie category features to be permitted in LP rules. Since "the
rule number is asalgned by conventlon, to be the value of the feature

' LEXICAL" (Gazdar ‘and Pullum (1982: 17)), ‘the use of rule numbers’ in LP .

rules is certainly not ruled out by the theory as stated. It should be
noted that the rules in 18 and 19 are inconsistent with Gazdar and
Pullum’s genéralization in 20. Howevery if we replace ADV with ADVP’

we replace ADV with ADVP in 16-19, we can account for the difference in
positions of occurrence of these three kinds: of adverbs by. dintlngullhing

" three categosges of ADVP, as well as three lexical classes of ADV’s.

’
o ’ A J
: *

*
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5. VR Adverbs ‘ « 0 -

~

, In tﬁhs sect1on an analySIs of the placement of VP adverbs is
presented It is argued that VP adverbs occur -as ®isters~to V, rather
' than, as Jackendoff (1972, 1977) claimed, as'slnts of V. -

I will limit this discussion to those VP adverbs with the fewest
restrictions on their occurrence in positiops other than clause-initial
‘and clause-final. Thi's group includes quickly, slowlyy intensely,
incessantly, -thoroughly, seriously, firmly, diligently, completely, .
tremendously, pu;posefully, agbwell as w1111ng1y, knowingly, and
cleverly. I

. It is . uncontroversial that VP adverbs are ZOmlnated by vP. It
must be argued, however. that they occur as sisters, rather -than aunts
of V. Examples of VP Deletlon prov1de evidence for thi# claim. -

ot 4

1. John has ‘been seriously wounded, and Mary has been, too.
2. George has quickly read the book, and Mary has, too.
3. George had flrnly refused the offer, and Mary had. too.

The only interpretat1on which these sentfnces have is one in which
the adverb is included as part of what has bee n "deleted’ semantically.
The only interpretation of 1, for exapple, is one in which seriously
wounded has been ’deleted’ semantically. In section 3.25 it was shown

that a 'deleted’ VP in a right conjunct could correspond to a VP-in the

left conjunct dominating an S-adverb and a VP or it could correspond to
the VP which is a sister of the S-adverb! In 4, the most natural -
reading is one in which the VP dominating the ADV and following VP has
~ been delet)d In 5, the only reading is one in which the VP whieh is a
sister of the adverb has been deleted . -

45 Two plus two will necessarily equal four and one plus

one will, too.

5. John w;ll probably go to Baltlnore, and Mary defin1te1y will.
. v N
,If the adverbs in 1= 3 were aunts of the V, we would expect these
sentences to be ambiguous between an interpretation in which the higher
VP has been 'deleted’ semantically and one in which only the lower VP
has been 'deleted’. Sentence'l should be ambiguous between an :
interpretation in which seriously wounded is ’deleted’ and one in which
wounded is ’deleted’. However, this is not the case. This observation
. can be accounted for,if there is no lower VP to which the adverb-is a
sister. In the following discussion, I will assume that VP adverbs are
to be sisters of V, as in configuration 6,

" v\\

- VP adverbs occur before nain verbs, but ﬁot before auxiliary
verba, as the following examples show.

7. George.quickly read the book. ' “
8. *George quickly has read the book. )
9. George has quickly read the book.

L
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10. *George will quickly have read the book.
ll. Geerge will have quickly. read the book.

Jackendoff (1972:75) marks exanples such as 10 with a question mark,
rather than an asterisk. However, my;informants consistently reJected
sentences such as 10. Some speakers &fcepted sentences such as 12 with -
gulcklx preceding the auxiliaxy verb, but only with an interpretation , =
in which John was quick to bang the drums, not with the 1nterpretat10n
that the banging was quick. ,

12. John quickly hqs banged the-druns.

VP adwerbs also oécur hefore preﬁositional phrases within the VP,
as in 13, and in VP- fxnal posxtlon, as ﬁn—*ﬁi , ’

13. John gave the book quickly to Mary.
14. John gavelthe book to Mary quickly.

They do not occur before houn phrases.within the VP, as 15-17

. show, or before VP or ‘S complements of“the verb, as 18-20 show.

15. *John gave quickly the book -to Mary.

16. *John gave quickly Mary' the book.: C°

17. xJohn persuaded quickly Kim to leave.

18. xJohn persuaded Kim quickly to leawve.

19. xJohn wanted Kim quickly to leave. S

20. *John pro-iaed Kim quickly that he would visit her.

L]

In order to account for the data preSented above, I will adopt the

metarule in 21 a8 well as three LP rules.% =

21, <8, [V ->V, X], V(F)} ==>
(-AUX] | ‘where ADV
[VP => ADV, V,  X], ADV'(V'(F)> ' = the VP adverbs
(-AUX] . : .

This metarule states that for every ID rule of the grammar which
expands VP V and any categories X, there is also an ID rule which 5
expands VP ip exactly the mame manner except ADV is also a daughter of
VP. This metarule captures the generalization that VP adverbs may -
occur as daughters of any VP. I have given a semantic translation in
which the semantic value of the adverb is a function from verb phrase
type denotations to verb phrase type denotatins. The ID rules which
will be the output of the metarule in 21 will have two lexical
categories, ADV and V, as daughters of VP. Rule numbers, by conven-
tion, are features on the lexical categéry introduced by an ID rule,
but in these rules two lexical categories are introduced. In order to
ensure that the ID rules which are output by 21 will have V, and not
ADV, markeéd with the rule number, I will adopt a convention that only

‘the lexical category which is marked with the rule number in the ID

”
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rules which are output by 21 will havé V, and not ADV, marked with the
i rule number. I will also assume that lexical categories which are not

marked with a rule number by this convention may have a rule number .
specified as one of their features; otherwisé it would not be possible
to snecify which adverbs occur in the ID rules output by metarule
Metanule 21 will be revised as 1n 22. *

n N »

22. Revlsed VP netarule
y [VP -> V, X], V(F)) ==
, [VR ~> ADV; v, X], (ADV (V') (F)>
[6]
where ADV = the set of VP adverbs
(6]

In order to rule out ungrammatical sentences such as 18-20, it is
; necessary to adopt the LP rules in 23 -and, 24.

\ 23. VP < ADV )
(6] ' '
24. S < ADV
(6]
In order to rule out ungr tical sentences such as 15-17, but
allow grammatical sentences such¥as 7, it will be necessary to adopt a

new type of LP rule. Note that 15- 11 carnnot be ruled out by adopting
the LP rule in<25, since this rule would incorrectly rule out sentences
such as 7, in which the adverb precedes the NP. ) '

25. NP < ADV

. \". A
[6]. o |
What is needed is an LP rule Which allows adverbs of class 6 to precede
; NP’'s, as in 7, but' not to immedjately precede NP’s. LP rules, as
originally conceived by Gazdar and Pullum (1981), cannot make a
distinction between precedence and-immediate precedence. By dis ]

.allowing such distinctions to be expressed by LP rules, the predictive
power. of the LP/ID format is enhanced. However, if the metarule

‘ analysis of,VP adverbs is correct, it wikl be necessary to allow LP

| . rules to make such a distinction. The rule in 26, which states that

' adverbs of class 6 may not immediately precede NP's will be needed.3

21. ADV I( NP . ' A )
(6] ‘

v : " Footnotés

1. Willgn(lx owingly, and cleverly, and other ' passive—sensitive
adverbs, also belong to the same lexical class as evaluative and
~ ' modal adverbs, since they occur in te same positions as these
+ adverbs, as well as in the same positions as VP adverbs.
Willingly, -Knowingly, and cleverly are known as "passive-sensitive"
adverbs, because of the difference in 1nterpretation of examples w )

such as {1 and ii. N N
N i.  The doctor willingly examined Mary.
///,, _ ii. Mary was willlnzly examined by the doctor.
AN . . N

44




’ - 41 -

13

The passive ‘sentence ii has a reading which/the active sentence
does not: ii has a reading in which Mary was willing, aswellas -
a reading in which the doctor was willing, but i only has the
reading . in which the doctor was willing. Given that these adverbs

e belong to the same lexical class as evaluatives and modals, as well
as VP adverbs, it will be possible to adopt Dowty's (1980) analysis
of the semantics of passive sensitive adverbs (cf. footnote 2
below)

2. We can follow Dowty’s (1980) treatngét of passive-sensitive adverbs
L if we incorporate transitive verb phrases (TVP’s) into the grammar
(cf. Gazdar and Sag (1981) for a discussion of TVP’s in GPSG) and
. adopt the metarule below in addition to metarule 21. (These two
metarules could be collapsed into a single metarule. )
<10, [TvP -> V, X], V' (F)> ==
<10, [TVP -> ADV, V, X], ADV? (V* (F) )

[9]
- In Dowty s analysis passive-sensitive adverbs belong to the class
» PredP/PredP (which corresponds semantically to our lexical class 2),

IV/1V (which corregponds to our lexical class 6), d TV/TV (which
corresponds to our lexical class 9).

3. 1t has been pointed out to me by David Dowty t at this is not the only
possibility. The s data could also be accounted for by permitting
rules consisting of disjunctions of LP rules. The rule below would

yield the same results as rule 26. .

ADV < Vor ADV > NP VP, S
(6] , (6]

( N
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6. Adverb Stranding

This section deals with sentences in whlch an adverb immediately
precedes a 'deletion’ or ’'movement’ site, and .is thus stranded [t <:;\
will be shown that given the rules fof adverb placement proposed in -
previous chapters, and”the Trace Introduction Metag@le of Sag (1982),
data involving adverb stranding is immediately accelinted for. '
Quantifiers, like sentential adverbs, cannot immediately precede :
'deletion’ or °’ ent’ sites. The analysis to be presented, unlike
previous analyses, will account for the identical ’behavior’ of
sentential adverbs and quantifiers before movement and deletion sites.
In sechion 6.1 previous analyses of adverb (and quantifier)
stranding will be discussed. In section 6.2 a rule will be proposed *
for quantifier placement and the Trace Introductien Metarule will be .
discussed. In section 6.3, it will be shown that the Trace Intro-
duction Metarule interacts with the rules for adverb and quantifer
placement to yield correct predictions concerning sentences in which'’
adverbs and quantifiers immediately precede VP 'movement’ sites. In
this section, itywill algo be shown that, ghven certain assumptions
about the featurg null, correct predlctionn result concerning adverbs
and quantiflers efore VP ’'deletion’ sites:

6.1 Previous analyses

-Baker (1981) discusses the ungral-aticality of sentences such as
and 2 .in which a sententi&l adverb or quantifier precedes a deletion
site. :

1. *Fred has never be¢n rude to Grandfather, . .
- but John has always’g.
2.. %I ‘have read Moby Dick, and, they have all ¢, too.

Baker assumes that adverbs and quantifiers precede the finlte
allxiliary verb in uhderlylng_structurq_ A -transformatiomal rule of
Auxiliary Shift moves unstressed auxiliaries to the left of adverbs or
nuantlflera The sentence in 3, for example, derives from 4 by .
Auxiliary Shift. Auxiliary Shift moves the stressless auxiliary have
to the left of the adverbs probably and never.

)
‘o 3. George and Martha have'probably,never seen a real politician.

4. George. and Martha probably never haxg seen a real bolitician

According to Baker's analysis, the underlying atructures for 1 and .
2 would have to be 5 and 6, respectively. o ' (/

5. Fred has never been rude to Grandfather,
L ) but John always has ¢.
6. I have read Moby Dick, and they ' all have ¢, too

- Baker claims that auxiliaries before deletion sites are always
stressed. Since the auxiliary is stressed, Auxiliary Shift will not
apply to 5 or 6, and thus 1 and 2 are predicted to be ungrammatical.

Baker’s analysis hinges on the claim that. only unstressed
auxiliaries occur before adverbs or quantifiers. 'Sag (1980) and Ernst

(1983) have cited the llowin counterexamples to this lain.
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7. They denied that John has always admired Susan,
but he HAS always admired her. (Sag’'s example 6) -
8. a. Do you mean to say in front of this committee,
sir, that every single factor has been taken into
account in your budget estimates? :
b. Well...we HAVE probably glossed over the effects
of the FOOD PRICE increases- (Ernst 1983)

" In 7 the auxiliary pregeding the adverb in.the second clause is

stressed and the VP of the first clause is .’echoed’ to some exterit.  In
8.b. the adverb follows a stressed ‘auxiliary and a second stress occurs
in the VP. Ernst (1983) discusses various discourse conditions under -
which sentences such as 8.b. are acceptable He suggests that "adverbs
may follow auxiliaries whenever discgurse conditions allow the

‘auxiliaries to be stressed—whether or not there is a second stress in

the VP" (p.547). Thus, according to Ernst, the acéeptability of
sentences such as 7, as well as sentences such as 8.b., is dependent
on the discourse situation. He concludes that "we should allow the

. grammar to generate adverbs freely after stressed auxil1ariea, in

addition to the regulat cases of nonstressed auxiliaries.. The only
requirements are discourse conditions relating to appropriate _
‘structures for contrasts and to different degrees of stress” (p.547).

It is clear that Baker’s analyl1s is incorrect and that the
relation between auxiliary stress and adverb placement .s gaoverned by
distourse &nditions. It is not clear how to rule out sentences such
as 1:and 2 which are ungra-atical whether or not the auxiliary is
stressed. -

Sag . (1978, 1980) considers the ungrallaticality of such sehtences
.to be related to the unxrallaticality of the sentences below. )
According to, Sag, these sentences are ruled out by the generalization
that "adverbs and so-called ’floated’ quantifiers may not .appear in
surface structure in a position immediately preceding an extractlon

site” (1980 255) .

. 9.’ *I*don t Rnow what they are all ¢.
%I don't know how happy they are ever #
, [WH mbvément |
10. %I know a first grader who has f1n1shed more lesson
units than the second graders have all ¢.
*The activists are now more active than they were ever g.
(Comparative Deletion]
11. My brother has studied karate, and my sisters have all ¢,

‘also. :
‘ %I don’t know if Lell1e has ever studied karate, and I
\ ' don’t know if Gwendolyn has ever g, -either. '

[VP Deletion]
12. x*Sandy is polite to strangers, which I doubt very much
that your brothers are all ¢.
*Sandy is polite to strangers, which I doubt very -uch
that Ralph is ever §.
[Rélativization] = . : f Y

-
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13. xNone of them were Communists, bu Sosialistu, they were \\\
* '. 81] ¢o b . L
_ XThey used to be Socialists] but Communists, they_werg
never ¢. o -
[Topicalization) ' :

14. .*The more PPy you say they are, the hgppier they
are a)l ¢, : )

XThe more polité you tell them to be, the more polite they
 are usually g.
, [The-More~the-Merrier-Front ing) \
15.  *They said our children would be polite and polite they
. areé”all ¢, ' '

*They said our children would be polite, but polite, they
are never ¢. '

[VP_ Preposing] ; o
The surface filter in 16 is posited to account for the ungram—
maticality of 9-15. : _ :
16. *{'Q 'E extraction site | _ ' \

ADY . \

| :
‘in vieq of
S )

Sag (1978) notes that th

lis surface filter must be modified
the grammaticality of questions such as 17 and 18. .
v .

17. Did they all ¢? , L e
18. Does he usually ¢? , i

He sketches a solution to the problem presented by questions such as
17. Such questiona, he claims (following Postal (1974) and Maling
(1976)) have two constituent structures: one in which PRO and Q form a

- constituent (NP), as in 19, and another in which they do not, as in 20.
19.

7 did P‘RO . all t L . /
| | they ‘”'vl'- ) ot

" In 19 Q is not the sister of an extraction mitey but'in 20 it is.
Sag accounts for the grammaticalit

y of questions such as 17 by revising .
the filter as in 21. ’ . : -

v

. . . . .
v 3 . . ' .. . . v
S v . : _ . .
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21. % { Q g ~ extraction site v .
. Ly v ‘
o L. where Q, ADV is a sister éfvthe extrﬁctibn site

This filter rules out an adverb or quantifier before an extraction site
only if it is a sister of the extraction site.. Sag obviously intends
"sister of an extraction site"” to be taken to mean sister to a nogn

A which immediately dominates a trace or null element. This filter will
not rule out the grammatical sentence in 17, because 17 has a struc~
‘ture, 19, in which the Q is not a sister to the extraction site. Note
that sentences such as 22 are correctly ruled out by the filter in 21
because they have only a constituent structure in which the Q is a
sister of the extraction site. :

22. x*Did the men all?

' Sentences such as 18 will still be incorrectly ruled- out, however,
since there is no eviddfice for a constituent structure in which the 0
adverb is not a sister of the extraction site. Sag  (1978) claimed that
examples such as 18 were gfammatical only if a pronoun precedes the

"~ adverb, and cited the following examples which contrast with 18.

)’ L
23, ' %*Does Pre81dent Carter usually g? v e N
24. ¥Will Anita Bryant ever g?

Howevef‘, my informants judged examples such as 25 bé perfectly.
acceptable. Penpaps the unacceptability of 23 and 24 has to do with
the use of proper names. o
. : —
25. Do your friends usually? -

. B (with no pause before usually)

Examples such as 26, from Baker (1981), will qlso be incerrectly
ruled out by Sag’'s filter, as well as 27 and‘28 from Ernst (1983).

, T 26. He’s gotten along well with Fred in the past few weeks, . k\\
- but he hasn’t always. . I
27. Terry knows how to build an H-bomb. T
o No--does he REALLY?? v
28.  Joe .says he will run a four-minute nlle on a steeple-

chase course. - ) \\\“‘d///’
How could he PQSSIBLY?!I "

rnst ‘- (1983) Bstes that the cpuﬁtenexaibles to Sag’'s surface
oy, filter involve a restricted set of adverbs: time adverbs, such as ‘
usually, sometimes, then), \now, recently, soon, and the two adverbs. o
-really and possibly (for some speakers). However, there is another
type of counterexample in which VP-adverbs, such as quietly, tially,
and slowly, apparently are sisters to deletion sites. These examples
involve the Verbal ellipsis phenomenon known as "gapping". '

FRIC . 2 . 49 - .
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' 29. John will loudly answer my questions and
. Mary ¢ quietly ¢. ‘ &
30. Todd has thoroughly read the book and ~
f Mark ¢ part1ally g.

In exanples 29 and 30, the auxiliary, the verb, and object NP are
'missing’. Whether the VP adverbs are sisters to a VP which dominates
the verb and object or are within the VP and sisters to the V, they are
sisters of extraction sites. If the adverb is a sister to VP, one
might consider arguing that 29 and 30 are actually examples of VP
Deletion——that, for example, will answer my questions has been
'deleted’ before quietly and nothing has been 'déleted’ after the

- adverb, However, evidence can be given to the contrary. VP Deletion
can apply within gn embedded S, as in 31, but gapping cannot; although
32 is grammatical, the sentences in 33 (fron Sag 1977) are not. '

31, John will go to the movies_ and I know that Bill will, too.
'32. Alan went to New York and Betay ¢ to Boston.
33. *Alan went to New York, and
a. I know (that)
: b. it seems (that)
7 c. Bill met a man -who claimed (that)
: -Betsy ¢ to Boston. : :

T

If 29 and 30 were examples of VP Deletlon, ‘we would expect sentences
such a$‘34 and 35 to als be grammatical, but they are not.

34. *John will loudly answer my gueations and 1 know that
, Mary quietly.
35. *Todd has thoroughly read the book’ and I know that
Mark partially

The grammaticality of sentences such as 29 and 30 can be accounted for
if it ip assumed that the surface filter applies only to sentential
adverbs. ' (Ernst seems to ‘assume that this is what Sag intended anyway. )
There are similar examples of Gapping involving sentential adverbs, but
in these cases the adverbs are not sisters of the extraction sites.

' 36. Olga will probably marry a Ruasian and Sarah [ obviously
¢ an American.w o

leen’the analysis of modal adverbs in chapter 3, the right conJunct in
36 will be easigned the structure in 37

‘\




"~ examples of frequency adverbs preceding ’gapped’ verbs, as in 38. 1

37 o S
N \\\\\\ .
NP . e
. I;' . VRN
, . Sarah vV . VP.
J | ] /
t ADV ' -vVP
obi, 1 v’/\NP R
bviously . .

t an Awerican

The sentence in 36 is a counterexample to the original filter in 18.
It is not a coupterekanple to the revised filter in 21, however, since
‘obviously is not a sister of the extraction site.l ‘There are also

have argued that such adverbs are sisters of VP. 'If this is the case,
then the adverb in 38 is not the sister of an extraction site, but °

* but instead the aunt, as in 39. )

'~ 38. John usually eats cereal for breakfast and

Mary always ¢ eggs ¢. \\
39. . S ' ‘.
4 \\\*\\\ -
NP ) , N
Mal'y AD \vp' |
_ - /\\
always VvV NP
| t-v
teggs t '
Given that 36. and .38 are examples of gapping,they count as evidence
against the original filterrin 16, byt not the revised filter in 21.
To sum up the discussion of filters: the following counter-
. exemples to the original filter have been glven.
! 40. Do they all¥ _ ‘ o 8 iy
41. Olga will probably marry a Russian and Sarah ¢ -
oo obviously ¢ an ican. : ‘ 7
.42. John usually eats cereMl for breakfast and ' S K
- Mary always g eggs §. _ ' ’ -
43. ...does he REALLY? ) : . p
44. ...How could he POSSIBLY?!1 '
45. Does he usually? = . '
46. He's. gotten along well with. Fred in the past few
but he hasn’t always.
47. John will loudly answer my qrestionn and Mary-
: g quietly. #.
48. Todd has thoroughly read the book and Mark #

partially #

ks,

Once the surface f;}tcr i- revilud, as in 21; the exulples in 40-42
.will no longer be counterexamples. However, the exaiple- in@8-48 are

apparent counterexsmples to the revised filter. 1 will have nothing to
© say ubout 43 and 44. Tho\hrhor oxanplon tnvolvo either tine adverbs or

\ .. - | E;]- . o o | 4

o
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VP adverbs occuring before deletion sites. The correct observation
seems to be that sentential adverbs (excluding time adverbs) cannot
occur as sisters of extraction sites. While a surface filter can be
devised to account for this observatiod, I would claiw that s .
analysis is misguided. - Not only does it fail to explain why dss and -
S-ADV’s should ’behave’ alike (i.e. why both should fail to occur as
sisters of .extraction 31tes) but, w1th1n the framework to be pre—
sented, it is unnecessary:

Baker (1981) and Ernst (1983) have both claimed that Sag’s
surface filter analysis "seems rather implausible from the point of
view .of language acquigition" (Ernst, -p. 547). Ernst proposes that
Sag’s filter be replaced by a filter which forbids material between
auxiliary verbs and a VP-deletion site. However, as Ernst points *
out,such a filter incorrectly rules out exanples of Subject—Auxillary
Inverslon such as that in 49. \

49. Phil was d1v1ng into a wet dishrag.

WAS he g?! -(Ernst 1983)

|~11n the following sections, an’ analysis will be offered within a °

version of Generalized Phrase Structure Grammar. In-this analysis, no - .
special constraint is needed to rul®. out ungrammatical sentences in . '
which a sentential adverb (excluding time adverbs) or a quantifier is a

sister of an thractlon site (actually what is to be excluded is a

Wtructure in wﬁﬁch the node S—ADV or the node Q is a sister of an

extraction site). Certain independently motivated aspects of the

grammar interact to produce the desired results. Since no surface

i filter will be required, this analysis is compatible with Jacobson’s
-(1982) tentative claim that "no ¢onstraint in the grammar can - A

explicitly mention gaps" (p. 207). Under a filter analysis it just

' happens to be the case that both Q’s and S—ADV’s eannot be sisters of

extrgction sites. Under the analysis to be presented Q’s and S-ADV’s -
’behdwe al1ke in this respect because of a structural 1dentity
6.2 Assumptions Underlying the Structural Analysis . ' !( .
In the structural analysis to be presented, 1 will assume the. '
rules for introducing S-ADV, frequency, temporal, and VP adverbs given
in the precedlng chapters.
I will also assume that floated' quant1f1ers occur in the
configuration in 50. Baltin (1982) argues for such a structure.

°

-

50. - VP

/N
o ve

s

Examples of VP Preposing and VP Deletlon prov1de evidence for the
hlgher'QP node in 50. . :

51. They sa1d that ; they would all work on that and all work ?
on that, they did. (Baltin 1982, example 36) . . -
52.  They said they will all work on that and they will. - . ’\\

' Examples such as 53 proQide evidence for the lower VP node in 50.

53. The women' will all'go to Rapid City and Howard will, too.

.
L o2, ' |
' : ' : v
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. Quantifiers in pre-verbal positions gill be introduced by the
c rule in 54. :

-

54. <10, [VP ->Q VP \ -
. where Q(10) = all, each both - -

I have not given a semantic ‘rule in 75. It is necessary to
provide a semantic lysis of sentences with ’floated’ quantifiers
‘which 'is compatiblefwith the syntactic rule in 54, if this analysis is
to be viable. However, since the evidence for the syntactic rule in 54
is compelling, I will assume for now that such a. corresponding semantic
rule can be motivated.

In the analysis to Le presented it will also be assumed that all
traces are ihtroduced by means of the Trace Introduction Metarule (TIM)
of Sag (1982). The TIM does much the same work for GPSG which the
Immediate Dominance Principle of Sag (1977) did for TG. The TIM
replaces linking- rules such as- 55. .

55. [NP/NP ->'t]

The TIM was propésed in order to-aVoid'problens for Gazdar;s (1981)
treatment of coordination which were due to ‘the use of linking rules

such as 55. Gazdar’s coordination schela in 56 allows for coordinat1on
of NP/NP’'s as "in:57.

56. <2, [a > al ]; B’(al’; .»ap’)>
i8]

where B € [and, or] and ais any syﬂ&actlc categ7@y
/

<3, [a -> B a], a 'y s _
where B € [and, or,.. ] and a is any syntactic category

57. -\ ' .
’,/// ‘\\\ : . :
y S/NP S L .
N ' | i
VP/NP
~N .
" NP/NP
Pre—Raphaql%tes_ ' found NP/NP‘\\\\\NP/NP[and] .
? | ’ pf/np and\ NP/NP
/
books P NP'/NP ' T - }’P/NP .
) : I ) . .
N about t - pictures ? NP{NP
- ) ‘ / of t

.? Given the 11nking rule in‘65 and Gazdar’s coordination schema,

subtrees as in 58, 59, and 60" (Sag’s 13 a,b,c) will be allowed and the
ungrammatical sentences in 61, 62, énd 63 (Sag s l4 a,b,c) will be

_ generated. _ .

v s ,. : ' | "55:3

\
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58, . _ NP/NP - y
.- r;/ /\ <
NP/NP o NP/NP[and] _
| ~ N\ ’ ‘ : )
Tt . and NP/NP - ' _ .
- 20 U : |
NP PP/NP

|
books P NP/!(P

I S

about -t' | s .
NP/NP
> NP/NP - ) NP/NP[and) S .
: 'ﬂ; S~ /O
o NP PP/NP _and  NP/NP .
/ [ .
books 1|> NP'/NP ot
about 't '
60. - 'NP/NP o o R |
NP/NP . NP/NP[and]
- l NG
t and _ NP/NP

. . . - * k4 | . ’
61." *The Pre-Raphaelites, we found-[[t] and [books about t]].
62. %The Pre-Raphaelites, we found ([books about t] and [t]].
63. *The Pre-Raphaelites, we found [[t] and [t]]. :

, In each of the subtrees in 58-60 a trace has been introduced (by _ _ ~
the lipking rule in 55) under a slash category node which is identical Y
to th¢ node immediately dominating it. What is needed is a means of : -
intrqducing traces which will not allow them to appear under a node:
which is identical £0 the node immediately dominating it. The TIM in _

.- 64 accomplishes this by the condition that a not equal B. - i AR I.“‘
. : ] ‘- .- o ’ ' o '
© . 64, TIM: . . IR S _
' ‘ [a/B ->...B/B...) ==> [a/B ->...t...]. | B
- where a-# B : . ' ‘

1f 55 is replaced by TIM the ungrammatical lentencec in 61-63 - _ ;:' .I
will no longer be generated. Sag (1982:333) states that 61 will not be ,
generated because "TIM would have to produce rules like tha one in' (17)

N (65 below]. "

| C(NP/NP -> ¢ NP/NP] . B4 |
b . » ' [and] ' - s N oL

Y < "
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"This could only happen. if the coordination #chema.... were taken as

input to TIM. But on independent grounds (see Gazdar (in press)),
metarules _may not operate on nonfinite schemata" (p.313). But note-
that .even “if the TIM were allowed to operate on the coordination
schema, rule 65 would not be produced by TIM. Rule 65 could only

..result if the.TIM took 66 as its input, but 66 is not a possible input

* .. to TIM since the condition that a does not equal B is not met. . &

| 66-. [NP/NP ~> NP/NP NP/NP ]
[and] '

Sentences 62 and 63 are ruled out by the a ¥ B cond1t10n s Sag
states, to generate 62, "TIM would have to apply so as to produce the
rule in (18) [67 below]" (p. 333)

67. [NP/NP -> a‘hd tk »

[and] ‘ . e
- “
"However this is 1mp0331b1e, as the input rule here would be the rule
in (19) [68 below] ... whxch violates the a # B condition on TIM"
(p.334) . . P

(_){NP/NP-) and NP/NP ] I S v
0 [end]e @ , |

Tagenerate 63, "one would need bz:E)Lules (17) (67 above] and (18) [88
above] (p5334), which gre, of ‘cours€, ruled out."
Sag "does not specify exactly what is meant by-the condition a ¥
B. In the cases Sag discusses a # B .could be taken simply to mean that

. @ is not the sdme category as’B. Nowevey, such a condition will léad to

1ncorrect predictions concerning VP Fronting. Given the analyals of VP~
Fronting presented in Gazdar et al. (1982), the tree for the sentence ,
in 69 will be* 70. o, - ; . . 7

6910 Climb Mount EVerest he will. "’ . .

70." e
/ \ :
'VP +BSE] S[+FJN]7VP[+BSE]
Clinb'Mount Everest ~ NP- VP[+FJN]/VP[+BSE]
L1 . . . ) |‘ , - .
e V[+FIN] 't . S
w L | : -
> ’ e will .

LN

The node doninating the trace in all cases of VP Fronting would be

*VP/VP. - If thera # B condition is *taken. to mean only that a and B may

not have the same syntactic category features, then VP Fronting would -

be ruled out.

* ¥ The TIM‘can be reconciled with VP Fronting, if we aasume-that a .. '
equals B only if the two nodes a and B are identical with respect to all *

- features, the major category class simply being one of these features_

Thus, ‘a does not equal B if one or more features differ. Given-this _
interpretation of TIM, VP Fronting will be allowed aidbe the tWwo VP’s of
the .VE/VP node will diffbr in, their. feat?;?; . ;-

- ™Y, ¢ - . N .

ES




T

R e L B I

v . f . .
g . . g . . ]
.o . .

B

6.9 VP ’Deletion’ and 'Movement’

In this section T will 'deal with cases in which an adverb or
quantifier precedes a VP extraction site. These cases include examples
of Comparative .Deletion, VP Topicalization (VP Fronting), The—More-the*
Merrier Fronting, and VP Deletion. I am assuming that ad jective

- phrases following the copular be are VP's marked as (+PRED], as do

Gazdar et al. (1982). I will restrict the discussion to VP, Preposing
and VP Dele§ion, since it is not clear how examples of Comparative

Deletion or The-More-thée-Merrier Fronting should be handled.

6.31 VP Fronting _ . '
In Gazdar et al. (1982) VP Fronting is.accounted for.by the
Topicalization schema below in conjunction with the slashing mechanism

~ presented in Gazdar (1981) to account for wnbounded dependencies.

71. <13, (S -> a S/a], Ahg [(S/a)’] (a%) . ‘
B when a = VP, then a is to be [-FIN, -INF, —ASP) ' ‘ks

What is relevant to our discussion «is the syntactic rule in the schema
in 71 (i.e. [S -> a S/a]). Thé syntactic rule states that an S may

consist of a phrasal category a followed by an S which is ’missing’ an
a. The slashing mechanism ensures that the VP which is ’missing’ from

V'haa the same features as the VP which is topicalized. Given the

sumption that adverbs and quantifiers are ’'Chomsky-adjoined’ to VP's
and that traces are introduced by TIM, I will show that the ungremmat—

~icality of sentences such as 72 and 73 is- predicted.

72. *John said he would pay.me and pay me he will definitely ¢.
' (with no pause between will and definitely) o
73. *They said they would all pay me and pay me they will all
g. . '

° As in chapté} 3.3S—Adverbs in pre~verbal'po-itions will be.introduced

by the basic rule repeated in 94. The slashing mechanism appllies to
this basic rule to give the derived rule fn 75,

74. <1, [VP -> ADV VP]> i
75. <1, [VP/VP -> ADV vP/VP]>

. Klfstatbd earlier, ’'floated’ quantifiers will'be_introduced by the rule

in 76. The slashing mechanibm will apply to yield spe rule in 77.

76. <10, [VP -> Q VP]> , X .
" 77.. <10, [VP/VP -> Q VP/VP]> | |
. o | ,
. (The distribution of features is

The tree for 72 would have to be 78. e
The sentence in 73 would have the same structure.

explained below. )




N |

. VP[+BSE]  S/VP[+BSE]

N ' .
i E NP VP[+FIN]/VP[+BSE] . - N
| 7 v

P[+BSE]/VP[+BSE]

|
ADV

Pay me he V[+FIN]

~. | will
’ ) [

t

|
definitely

But the TIM, given in 64, rules out subtrees guch as that circled in
78, since traces are’'only allowed as daughters\of nodes a/B where a
does not equal B. In .the circled subtree the‘agge immediately
dominating the trace is an a/B where a is identital to B (i.e. a = B).
Given the TIM, the tree in 78 is not a possible structure.

"It can be shown that in any instantiation of the rule [VP/VP -)
ADV VP/VP] in which the VP's of the dominated VP/VP node are identical,
the VP's will all share the same features. and thus a will always equal
B. To see why this is so, conside& the subscrlpted version of the
derived rule below :

79. [VPI/VP2. => ADV 'VP3/VP4] \) | , - . ‘

The Head Feature vention will ensure that VP} and VP3 have identical
features, since VP3 1s, the head of VPj. The TIM will require that VPg
and VP4 have the same features if 8 trace is to be introduced at this
node (they would be the B/B in the TIM). Since VP| has the same

: features as VP3 which has the same features.as VP4, VP] must have ‘the
same features as VP4. The slashing mechanism will require that VPy and

* VP4 have identical features. Thus VP2 and VP both have the same
features as VP4 and are therefore identical.

Given the TIM, then, it is impossible faor a trace to appear as the
sister of an ADV or Q which is introduced' by one of the basic rules .in 74

* or 75 or one of the derived rules in 75 or 76. 1t is, therefore,
predicted that S-Adverbs and quéntifiers will not immediately precede
the site of a '"moved’ VP.

In section 5 1 argued that VP adverbs are 1ntroduced by the
metarule repeated in 80. « Given this assumption, it is obvious why VP
adverbs cannot immediately precede a 'moved’ VP--they do not have VP's

- § as sisters. .

80. «n, [VP >V, X], V'(F)> ==> ' : "
<n, [VP -> ADV, V, X], ADV'[V'(F')]> : [ /

~ Frequency adverbs apparently occur before 'moved’ VP's as in 81.

81. Johf'said he would always love. his mother and love His
! mother, he will always. . o
{without a payse betwe"will and always) .

" In section 4 1 srgued that frequency adverbs are introduced by ‘the
~ basic rules in 82 and 83. . - | .

| 57 L \
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82. <3, [VP -> VP ADV]> .
.83. <3, [VP -> ADV vP]> - |

The alaahing nechanian applies to 82 to yield the derived rule in 84.
"84, <3, [VP/VP -> VP/VP ADV]> S

Given the derived rule ih 84. the gremmaticality of.sentencel such as
8l is predicted. The second conJunct in 8] will be assigned the

VP[+BSE]<\\\\\B/VP oo

love his lother NP VP[+FIN]/VP[+BSE]

o g
° ‘ ' 'Ae vP[+r}N] VP[+n;ET“Anv

- structure in 85.

\

V(+FIN] t :\nlwayl
‘ N
will

The slashing -echanil- applies to the basic rule in 86 (cf Gazdar et

al. (1982)) to yield the derived rule in 87.

A

86, [VP ->V VP) .'
(+FIN]  '[+BSE] _

87. [V / VP ->V . VP / VP)
[+FIN] [+BSE) (+BSE] [+BSK)

The rule in 87. can serve as input to the TIM sipce a does not equal B
(i.e. VP[+FIN] is not identical to VP[+BSB]) and the rule in 88 will
re-ult

8s. [vp/vr >Vt
[+FIN] [+BSE]

Thus. the rules in 84 and 88. the slashing nechani-n. and . the 'l‘opical-~

ization schema will interact to predict the grammaticality of

- sentences, such as 81. in which 'a fréqﬁency'adverb illndihtely precedec-

a VP 'movement’ site.’

" Since temporal adverbs. are also introduced as right sisters of VP,
we would expect sentences such as 89 to be (;anlutlcal but they are
not. ‘ _ S _ S

89. *John said he would ‘go to the store' tonorrou. and
go to the store, he will tomorrow.
(with no pause before the adverb)

It is Mot clear to me how to explain ‘the wigrameaticality of such
" menten . If we are to maintain that temporal adverbs are introduced
by the .yntactlc rule [VP -) VP ADV], am argu.d in chnpt.r 4, it will

1 ‘ ‘ I
.. . 4 4 .
. , d
. . L .
N .
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be necessary to provide an account of this data. If tenpoALl adverbs
were instead introduced by the rule [S -> S ADV], as evaluative and
modal adverbs are, the ungrammatiéality of 89 would be accounted for.
However, it then becomes difficult to explain why these adverbs are not
preceded by a pause as evaluative and modal adverbs are.

To summarize this section, the basic rules and TIM, along with
other motivated rules of the grammar, interact to give correct
predictions concerning quantifiers, S-Adverbs, frequency adverbs, and
VP adverbs before VP 'movement’ sites. It is not yet clear how to

account for predictions involving temporal adverbs before VP ’'movement’
sites. :

6.32 VP Deletion
"S—-Adverbs and VP adverbs do not occur before ’deleted’ VP's, as
the following exampleé\illustrate

90. *John has probably gone to Cleveland and
Mark has pgobably ¢, too.
(with no palse between the auxiliary and adverb)
91. *Karen has thoroughly read this book and Doris
has thoroughly ¢, too

preceded by a prono

" Quantifiers do not :;é;r before 'deleted’ VP’s, unless immediately

i 92. *The meri have all left for lunch and the women .
have all ¢, too.
\\93. *Have the men all ¢?
94. Have they all ¢? K
Frequency adverbs apparently appear before 'deleted' VP's, whether
or not a pronoun precedes. (I will argue below that the adverb is
actually following the deleted VP, not preceding it.)

95. John has been nice to me lately, but he hasn’t always.
96. Does he usually? '
97. Do your friends usually?

As claiméd in chapter 4, temporal adverbs do not precede VP's, and
thus do not precede VP ’deletion sites,

. Gazdar et al. (1982) give the following me{arules to account for
VP Deletion’: .

98. * VPD: (VP ->V VP], F > == "
' [+AUX] ?
[-PRP] | .
[-GER]

<[VP ->V VP], F>
(+NUL]

The metarule in 98 "takes any V [+AUX, —-PRP, -GER] rule which expands
as. V followed by V', and simply adds the feature +NULL to the comple-
ment V'" (Gazdar et al. p. 606). The rule in 99 introduces e, which

represents the empty string. ' ' ‘ -

29" ’
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g99. <16, (W > e ], v
N [+NUL]
where v is a contextually bound varlable rang1ng over *
VP denotatlons. ' -

N ' : . ’
It is important to determlne what ‘kind of feature null is. Gazdar and

Pullum (1982) discuss feature instantiation principles and distinguish
two types of features——head features and foot features. Null is
obviously not a head feature. If it were, the V of a [+null] VP would
also be [+null] (since V is the head of VP and, by the Head Feature
Convention, heads must have head features identical to those of their
mother node), and ungrammatical sentences such as 100 would be
produced. The right conjunct in 100 will be assigned the structure in
101. ) . : '

100. Jéhn will have gone to Baltimore aﬁd - ,
Betty will e gone to Cleveland. -

' 101. . VP .
o L //// . AR
l - / \

will . o - : -

e gone to Cleveland

N . . . 0.

Since null is not a head feature, it may be a foot feature .

Gazdar and Pullum (1982:34) note that "there are foot features that are
explicitly specified in listed ID rules, or which have arisen through
the operation of metarules.  Such foot features are inviolate and
cannot be copied or otherwise tampered with in the feature instantia
tion mapping." What is’ 1lportant for our purposes is the claim that’
foot features.which are explicitly-specified'in the syntactic rules are
not subJect to the Foot Feature Prlncxple,‘glve‘ below.

', 102. Ebot F‘eature Principle- ' . '
The increment of the mother category’'s FOOT feature!
is .the unification .of the increments of the ‘daughter

- categories’ FOOT features. .
(Gazddr ‘and Pullum (1982:35))

This principle ensures, along other thanxs, that all foot features of
daughter will also be features of the mother node. -
' The f4 re null is explicitly specified in the syntactic rule on

the righth8hd side of the arrow in VPD metarule (98). Thus, it

. appears to be one of the foot features which does not obey the Foot '

Feature Principle. Implicit in ‘Gazdar and Pullum’ ¢ claim that foot
features specified in syntactic rules "cannot be copied or otherwise
tampered‘with in the feature instantiation mapping" is the assumption
that the default value for features such as null is minus. All VP's
will be [-null] by default, except the VP’'s specified as [*null] (i.e.
VP's\introduced by the VPD metarule). Thus, the VP's in the basic
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rules for S-Adverbs and quantifiers will be [-null] by default. Si
the VP immediately following the S—Adverh or @ is [-null], rule 99
cannot rewrite this VP as the empty string e. The ungrammaticality o
sentences such as 90, 92, and 93 is thus accounted for.

The :contrast between 93 and 94 is readily accounted for if we
assume, as.do Postal.(1974), Maling (1976), and Sag (1978), that
sentences such as 94 have at least one structure in which the Q dnd Pr
form an_NP'and that sentences such as 93 only have a structure in which
Q is part of the VP. This difference in structure is supported by the
parenthetical test for constituent stpucture. Postal (1974) and Maling
(1976) both note the following contrasts. ' -

—

N

. ' . i»
103. Malcolm proved them all, don’t forgelf, to be vicious
. o . he claimed
. criminals. . L : _
104. *Malcolm proved the soldiers all,{aon’t forget § to be
o = he claimed
vicious criminals.
I will assume the basic rule in 105,. as well as the rule which
’Chomsky-adjoins’ Q’s to VP’s. '
. . , .
105. [NP -> PRO Q] v
The sé%tenceliﬁ 94 involves Sdbjeci—Auxiliary-Inve}sion which Gazd;r et
al. (1982) handle with the:following metarule:
~A _ ' : . } _
106. SAI: [VP -> vV VPI,A PV (V' (P))] ==
- [+FIN] [a] : , -
[+AUX] ‘
[s -> v s], v (s)
+INV] . :
| o b e - | .
They claim that "the VPD metarule ... feeds the SAI metarule” (p. 611)
and that the sentence in 107 will be assigned the structure in 108. .
- - . \l\
107. Will Kim? . 3 . -
108. S[+INV] - N
. R / 9\ ’ .
V[(+INV] S(+BSE] [+NUL]
- /a :
L Wil N VP[+BSE] [+NUL]
) S “ I '
S . Kim e -\\
The output of thg¢ VPD metarule serves as input to SAI to allow the rule
on tHe righthand siq:\ f the arrdw in 109. .
109. '[vp)ov Wl == [S-> V 8] {
The tree in 108 makes it clear that Gazdar et al. are assuming tﬁat °
null is a head feature and that [+null] .appears as a feature of V in

108 by,virtue of the Head Feature Convention. But, as stated earlier, -~ -

'
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assuming that _gl; is, a head feature will lead to the generatlon of
‘ungrammatical sentences

Obviously some other way of accountlng for such senten(es
needed. It is necessary ‘to somehow specify that the -VPin suchL
structures may be [+null] without allowing for the’ generation of
ungrammat ical sentences. It iz/ﬁzt obvious how this should be done.

-
v

What is important for our purpbses is that whatever means is used to - .
»  account for such qnestlons will also account for questions such as 93,
" assuming that the Q and PRO are both dominated by NP as in 110.

110. S[+INV]
) S h / ~. ' . ' ,
. V[+INVY S{+PSP] . - | I
. ,// C |
b have NP _ VP[+PSP] [ +NUL} (+BSE]
™ . PRO - Q

- o | b N I |
. : they all , e i

- Because frequency'hdverbs can be ’Chomsky-adjoined’ to the right
of VP's, the grammaticality of the examples in 95-97 is correctly
prédicted. They gill be amgigned the following structures.

| 1L, :
: | // \\\ , o »
he . ADV S ' . - :
' ,/’T? .
' ‘ V. VP[+NUL]  always
y [ ] ' ’ L.,
| - hasn’t ‘4

P .
S VP .
: /' \ : .
| '%;P[+NUL] ADV
. | : | S B 3
( your friends / e ‘usually g : ,i

Sentences such as 113 below; with temporal adverbs q}ll be glven a
slnilqr structure. 4

)

i '  113. 'John will go to class today, but he won't tomorrow.
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~ ' Since these adverbs are also introduced as right sisters 6f VP (cf.
chapter 4), the grammaticality of such sentepces is Predicted.
- The ungrammaticality of sentences suCh'JE 91 in which a VP adverb
.apparently precedes a VP deletion site is accounted for, because VP
adverbs never immediately precede a VP. The structure for a sentence
such as 114 will be 115. 1If ‘the IOWer VP were 'deleted’, the VP adverb
would also have to be ’deleted’. .

Q

114. Doris has thoroughly read the book.

115. s
,/’//’ ™~
NP , VP
) ) / ( /' \ i .
- Dorig, v ) ',;f'VP
|, ,//f}. NG

thoroughly read ,the book

N . .
It has been shown in this section that®the facts about quantifier

and adverb ’strapding’ before VP deletion sites are readily accounted

for given our assumptions about constituent structure and the treatment

of VPD in Gazdar et al. (1982).
4.0 Advantagep of the structural analysis 4

" The structual analysis which has been presented to.account for

adverb and quantifier ltrand1ng facts is preferable to previous |
analyses for several reasons: _ ‘ "

1. The identical ’behavior’ of sentential adverbs and
quantifiers before VP movement and deletion sites is
explained. Quantifiers and sentential adverbs cannot
precede VP extraction sites because they gre -
\\\\ 'Chomsky-adjoined’ to VP’s. a
ii. The contrast between sentences such as 100 and 101 follows
from the difference in structures thiese questions may
have. r
116. *Did the men all?
117. Did they all? -
iii. The grammaticality of sentences in which frequency adverbs
immediately precede VP extraction sites is accounted for
iv. I have not discussed quantifiers and adverbs before NP
extraction sites. However, assuming that quantifiers (Q) and
sententjal adverbs (S-ADV) are ’Chomsky-adjoined® to NP’s, the
'ungra-aticality of sentences in which a quantifier or
sentential gdverh immediately precedes an NP extraction site is
‘ aécounted for in the same way as the ungrammaticality of
’$ sentences in which a guantifier or sentential adverb 1mmed1ate1y
_precedes a VP extraction site.
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- . FOOTNOTES . o
' SECTION 6 b .

It might be claimed that 36 cannot be an example of gapping,
since it 'is sometimes assumed that only two remnants pay be
left behind by gapping. However, there are other examples
in which three constituents remain. Sag (1977:144) points out
cases where the gapped clause contains three relnanta (NP-PP-PP),
as in his examples repeated below.
i. Peter talked to his boss- on Tuesday, and Betsy ¢
to her supexvisor on Wednesday. .
ii. John talked to his supervisor about this thesis.
and Erich ¢ to the dean about departmental policies.
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Syntactic Conditions‘%n Two Types of English -
LCliticizations in'GPSG =~ i
9. o -
Annette Sue Bissantz oY

+

0. Introduation ..

Much of the recent work in morphosyntax! has focused 6n characterizing
the distinctive properties of clitic elements and the grammatical role of.
cliticization rules in the languages of the world. Special emphasis has
been placed on distinguishing clitic elements from other types of bound
‘morphemes, devising typologies for clitics, and locating rules of
cliticization within the grammar as a wholé. Though not a necessary
feature of such studies, the syntactic framework most often used has been
some form of transformational grammar. In this thesis I will look at the
phenomenon of cliticization+from the point of view of a relatively new
theory of. syntax,’ that of Generalized Phrase Structure Gremmar®. In
particular I will examine two forms of English cliticization, Auxiliary
Reduction and Complementizer Contraction, which have not received an
adequate treatment in transformational grammars and show how they can be
accounted’ for easily and elegantly within the GPSG framework. In a more
general vein, I will also show that the nature of’ syntactic rules in GPSG
in part predicts the existence. of a separate component within the grammar

for cliticization rules; a d1v1s1on 1ndependent1y argued for by uany other *

researchers. .

The two types of 011t101zat10n I will be interested in here are
Auxiliary Reduction (AR) and Complementizer Contraction (CC). AR is
responsible for alternations such as the one in (0 1),.CC for those like
(0.2): :

¢*

'0.1) a Pita is almost done.

' b. Pita’s almost done.

0.2) a. Pita Wants to get done.
b.

Pita wansta get done.

These two rules in particular were chosen for study precisely because they.
have been the subject of so much discussion in recent linguistic
literature. . In all the debate surrounding these constructions one can
isolate at least two separate issues: p1) what would be ‘the bestyway of
stating the conditions under which AR and ‘CC take place and 2) how should
these rules be incorporated into a grammar of English. While some
theorists have claimed that the application of AR and CC is dependent upon
stress levels in . candidate sentences, many others have argued that :
syntactic structu?ﬁ is the primary determining factor. Furthermore, even
withjp the latter group’ there has been a great deal of disagreement over
how, cisely, to characterize ‘this dependency. Similarly, the rules of
AR and¥C themselves have been treated differently by different
-researchers~-being sometimes included in the phonology, sometimes.in the
mogxphology, and sometimes in the syntax of the language. In the following
sections 1 will atte-pt to deal with both of these issues. ' .
In section one I will justify my claim that AR and CC are rules of
cliticization rather than, for exsmple, simply the result of phonological
reductions or affixation processes. I will also show that low stress
levels do not’ guarantee the applicability of these rules and present

[
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-prélinlnqry argunenta in favor of separating tﬁen from other‘rules in the
- grammar : * In se¢t1qn two .I present some of-the more we11~known ’
°““ . fornulatlons of* AR and' CC and the types of data each Gan and can not
account for. Hhile the main purpose of these discussions is to define the
. problem ‘at hend, it shoyld be noted that a theory which can deal with : ' ’
' these facts in a. simple and elegant way would represent a significapt. .~ -
' ilprovenent over these alternate proposals. Section three contains a
brief summary of the basic tenets of GPSG and shows how the correct

n

-

generalizations about the types of syntactic structures that allow AR and :' ..
. CC fall out automatically in a GPSG. treatment of English. - This apppoach .
is particularly satisfying in that it provides a sfraightforward account ;‘ﬁt§

of the dialect variations found with AR and €C.- Section three also shows
how assuming a GPSG syntax strengthens the conclusions reached in.section )
one cbncerning the location of clitic1zat10n ;ules ip the grammar. - - T

“;. 1._ AR and CC as Cllticizations. : : ° .

, A basic clalm of this thesis is that AR and CC are, indeed, rules of '
" cliticizptién: that is, rules which result in certain free -orphenes ' 4
"~ being r!€11zed as bound dependents of other morphemes in a sentence. I
'+ . wish to make & distinction here between the actual cliticization operation”
itself and any possible phonokogical consequences of that opevati‘n. As
the latter are frequently idiosyncratic, the. phonological form of the
, clitic or the clitic and its host (i.e. the morpheme on which it fa
y~-, ~dependent) will often have to be specifically listed in.the grammar in
- ¥ much the same way as irregular past tensé or plural forms. Before I
present arguments in favor of this particular view of AR and CC we will
need to know a bit more about the nature of clitics, their classifications
and associated.propertiea; this is discussed in the following section.

‘1.1 Clitics and Clitic Typologies. 3
‘Clitics are a type of bound norphe-e found in nany languages. They
are unusual in that they act in some respects like words and'in other
respects like affixes, sharing certaifr properties with each. They are
distinct from words in that they cannot usually bear stress and are 9'
‘phonologically dependent on a 'host’ element. They can be distinguished
*  from affixes in that they attach to already formed words rather than to
- roots or stems to makg words, they do not necessarily have a close
semantic relationhhip to their host word and, unlike some ‘derivational -
¢ , affixes, they never affect the lexical category of their host3. - While
" ‘s these are useful criteria for' separating clitics as a group from words and
affixes, they do not give any insight into the possible subclasses bf
chtic Aleuents themselves. Many such subgroupings have been proposed. -
- Nida (1946) divides clitics into two groups: those with alternate free
- - forms and those without alternate free forms. . Other classifications have
' .- focussed more on positioning, with many uchblnra4 drewing a distinction
. between verbal *clitics on the one hand and second positian (or 2P) clitics
" on tlie other. Verbal cliticey as the name implies, attach: only to verbs;
. they also tend to. occupy a different position than their free standing

-

-

= counterpar The object pronoun clitics found &n many Romance languages
., would qualify as v°rbal cliticn. Exanples are 31Ven below from Spanish . :
' and French: . ) _ e o
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'1.1) a. Veo . el libro f .. ' )
' see~lasg the book - ' :
. 'l see the book’® . .
b. + Lo veo ) .
' - it see-lsg
’1 see it’ . .
1.2) a. Je vois Jean - "

I see-lsg 10 Jean

'l see Jean’
. b. Je le wois

I him see-lsg

| see him’

, : ,
» .o .

2P clitics are typlcally much freer with regard to the category of.
'‘potential hosts; frequently they will attach to anything that can occur in
first position in a sentence. "F%rst postition" is open to different
, interpretations in different languagea, it could refer to. the first word
"or it could mean after the first constituent. Klavans (1980) cites: the
following examples from Nglyanbaa, a language 'in which both
interpretations are allowed. The clitic involved here is the second
person nominal marker (’=' indicates the clitic boundary):

1.3) a. . nadhay=ndu guya dha-yi
.. tasty =2NOM fish eat-past
’You ate a tasty fish’
b. nadhay guya=ndu dha-yi
tasty fish=2NOM eat-past )
@ .'You ate a tasty fish’ : *

Similar a1tua€10na attaln in other languages, such as' Serbo—Croatian, as
"well.

Zwicky (1977) represents one of the firpt. co-prehensive clitic :
typologies, attempting to take into account all of the factors mentioned -
above: i,e. host preferences, poslt10n1ng hnd existence or lack of
corresponding free forms. He divides clitica into three disfinct groups—-
simple clitics, special clitics and bound words—- on the basis of these
properties. Zwicky defines a simple clitic as phonologically reduced
version of a free morpheme which becomes subordinate to a ‘neighboring
. word. These reduced foris occupy the same position in the sentence a8
their corresponding full forms and so do not exhjbit any "special" -
syntax To illustrate, Zwicky cites the followi g exalple of object.
pronoun reduction in English : - !

l 4) He sees her
b. [hi afz hf] full
. . C. [hi sizr] reducéd

’
L4

The pronunciatlon in (1.4c) is a casual version of the sentence in (1.4a)°

and Zwicky ndtes that simple clitics are usually ‘associated with
particular speech styles or speeds.

. Special clitics*differ from simple clitics in two important .ways.

First, special clitics occupy a different position 'in sentence stgucture

- than non~clitic.ele-qptl with the same function. ' 80 for example,’in the

" &French: and Spanish -entencea.in (1.1) and (1.2), the clitic b ject pronoun\.

. precedes the verb while non- clitic obJect NP'8 normally follow the verb

l

. o
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forming a constituent of their 8wn; if instead the verbs were ggn—finité
the clitic would attach to the end of the verh. Second, there is not
necegsarily a close phonological relationship between a special clitic and
any related free form it may have .(cf. the Spanish lo veo a el ’'I see
him’, -in which el 4is the free pronominal counterpart to the clitic pronoun
lo). Thus, Zwicky concludes that these bound forms are not related to the
free forms by phonological rules of any generality.

The third type of clitic in Zwicky’s typology, bound words, never have
free variants. While bound words attach phonologically to one word they
are semantically associated with the entire constituent of which this word
is a part. Since it is the constituent as a Whole rather than the
individual lexical item which is important, boundgvords can choose from a
variety of ldxital categories as their host. An example of a bound werd
would be the English possessive marker 's illustrated below:

1.5).a. The boy’s hat ;
b. The boy who ran’s hat
¢. The boy who looked up’ $ hat
d. The boy he ran to’ s\hat ' ¢
In this small nymber of examples alone the possessive marker is attaching
to a noun, a verb, a particle and a preposition though they all are part
of an NP constituent.

The problem for this approach is that clitics 4in many languages' do not
always fall into these three neat groups. Some clitics may, for example,
act like bound words in some respects and like simple clitics in others.
Klavana (1980) cr1t1c1zes Zwicky’s typology on just this point also
_argu1ng that his approach does not provide a framework in which to
" deacribe historical changes in clitic systems or capture similarities and
differences between certain clitic types. In particular, Klavans chérg?s
that Zwicky’s claim concerning the development of bound morphemes--that|
independent words are reanalyzed as clitics which are then reinterpreted
as affixes——lacks motivation in ‘some inastances and is historjcally
inaccurate in others. She further objects to the failure of *Zwicky’s
typology to recognize similarities between clitios based on pbsitioning. -
Klavans cites the example of 2P pronouns in Walpiri and 2P particles in
Tagalog: the former are classified as special clitics while the latter
are said to be bound words. -Thus the fact that clitics seem to be drawn

to certain poditions in a wide range of languages is obscured.
e Klavans rejects earlier typologies of clitics and clitic placement as
" "being too simplistic and suggests that such facts can be given a unified
account only by characterizing them in terms of the following five
payametecs: : .
Pl: "Clitic Identity
+P2: Domain of Cliticization N
P3: Initial/Final " x if
-P4: Before/After” '
. P5:  ProcliticfEnclitic

~

P1 merely reférs to a lexical feature [+clitic] by which clitios can
be identified by clitidization rules.- P2-P4 are concerned with the

. syntactic plucement of the clitic. P2 refers to the node with rempect

to whose jmmediate constituents the syntactic position of a clitic is
determined. PJ indjcates whether it is the first or last immediate
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‘constituent in the domain which is relevant for placement and P4 whether
the clitic attaches to the left (Before) or to the right (After) of this -
constituent. P5 makes explicit the phonological attachment of the clitic;
~if it attaches to the end of the preceding word it is énclitic, if it
‘attaches to the beginning of the following word it is proclitic. To give
an example, the possessive marker in English would have the following
values for these flVP parameters: ‘ _ @

»
Pl:_ English possessive ’ .
P2: N'’[+GEN] ; !
P3: Initial
P4: After

P5: Enclitic

_ Since possession is marked on (genitive) NP's this is the domain of
cliticization (P2). P3 is initial because the first constituent in NP is

marked, i.e. the boy in something like the boy’s hat. P4 is after because

. the marker follows the constituent picked out by P3 and P5 is -enclitic .
' because the marker combines phonologitally with the preceding material.
The tree in (6) illustrates the gyntactic positioning:

t
t

1.6) ?? [+GEN]
o r""”/J[\\‘\‘“*--

N’

Det

the boy 's hat
Klavans argues that this typology is superior to Zwicky’s because it -
can capture similarities in syntactic positioning quite straighgforwardly
and is superior to typologies based soley on a verbal vs 2P distinction in
that it allows for a greater range of clitic positions (i.e. Peight
possible locations per domain). This last feature is, in fact, precisely
the problem with her approach; her system is simply too unfestricted.
While Klavans claims to have substantiated each of the eight clitic
positions (p. 138), the examples she givés are not all from the same
domain. As can readily be seen on closer exsminabion it would be
1mposslble to substantiate each of the positjons for every domain since .
- some combinations ‘of parasmeters are nonsensical. Take, for exsmple, the
folIOW1ng two parameter comblnatlons. ‘ '

]
1.7) a. Pl: -—-
. P2+ 8 ,
P3: Initial
P4: _Before
P5: ‘Enclltic
b. Pl: . :
: P2: S ' !
"P3:  Final
™ P4: After

P5:- Proclitic ;

N 7 ~
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Each of the sets in (1.7) would requlre the clxth to attach to something
outside of its own S; neither of these clitic types have been conv1n01ng1y
attested5

Of the cllt1c,p031tlons Klavans does attempt to support, some are
based on less than persuasive evidence -- a. case in point being her
categorization of 0ld Indic Preverbs. Klavans argues for the positioning
of 0ld Indic Preverbs by appealing to the analyisis of Proto-Indo- ~European
preverbs in Anderson (1979). As she herself admits (p. 138) the evidence
is'only suggestive, it is far from conclusivé. Another problem with this
typology is that it predicts that every clitic position is just as likely
ta occur as any other; it gives no 'explanation of why some positions turn
up in language after language in many different families while some
positions don’'t seem to turn up at all. Thus Klavans’ analysis is no more
informative on this point than Zwicky’s and certainly cannot be considered
superior to it. Furthermore, Klavens’ analysis fails to distinguish in a
systematic way between clitics which have free standing counterparts and
clitics that don’t, overlooklng an obvious and, for our purposes,
important typologlcal difference. In any case, since our main interest
here is not so much witq the range of possible positions for clitics (or
for that matter with characterizing their historical development), but
with their associatgd properties, Zwicky’'s system will- ultinately be of
much more use. Where clitic positioning is relevapt we will’ rely on the
standard verbal vs. 2P distinction. In the next section we will take a
closer look at the rules of AR and CC and see how reduced aux1118ries and

complenehtizers fit into the framnework assumed above.

1.2 AR and cC. : . :

As we have seen, AR is an optional process .by which finite forms of
certain auxiliary verbs® become dependent on neighboring material. In most
dialects reduced auxiliaries show a low degree of selection with regard to
the category of the lexical items they attach to. Instead, what seems to
Ye important is the category of the. constituent this lex1ca1 item is part -
of’, as we can see frdm the examples below:

- 1.8 a. Pita’s a cat.
- b. He’s a cat.
c. The cat Mary painted red’'s named Pita.
d. The cat Mary hit’s named Pita.
e. The cat Mary talked to’s named Pita.
.. f. The. cat Mary fed yesterday’s named Pita.

S8ince reduced auxiliaries have alternate free forms that occupy the same

position in the -sentence, in Zwicky’s typology they would be classified as

simple clitics rather than ‘specipl clitics or bound words. As such we

: ¥uld expect them to display the same type of behawior as other simple

itics and, as we shall see a bit later, this is indded the case.

While some reasearchers, most notably Bresnan ( )+ have argued that
reduced auxiliaries must be treated as proclitic to following material in
order to ‘account for sentences in which AR is.blocked, most clitic
analyses have viewed AR as a rule of .enclisis. This,. plus the facts that
AR applies to finite verb forms and finite verb forms usually fallow
subject NP’s in English, gives reduced auxiliaries something of the
appearance of 2P clitics. In fact, this very property is exploited in -an
interesting discussion of possible causes for dialect variation in
sentences involving AR presented in Kaisse (1983b). _Notice, however, that
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. the existence of sentences like (1.9b):

. ‘,
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reduced auxiliaries cahndt in general{be treated as 2P clitics because of |

I

1.9) a. John unfortunately‘'is not going.
' b. John unfortunately s not going.
t
In this case the adverb unfprtunately is occupying second position and the
auxiliary is 'is reducing onto it. Thus, while it is frequently the case
that reduced auxiliaries are 2P, it is not necessarily true. We will
return to the question of procl1tic versus enclitic treatments .in section
two. ) . Q

CC, like AR, is also an optional rule which results in the reduction
of a free morpheme (infinitival to)} onto preceding material. Since

. contracted to's, like reduced auxiliaries, have alternate free forms which.

occupy the same syntactic position, they too would be considered simple
clitics in Zwicky’s system. Additional eéxamples of CC are given in (1.10):

They wanna be in pictures.

They hafta be in pictures.

They usta be in pictures.

They oughta be in pictures. .
They gotta be in pictures, . oo
They’re sposta be in pictures.

1.10) -

'QOQ-0.0’D

4

In most accounts of CC it would be possible to view eontracted to as a

“verbal clitic since it is either assumed that this reduction can only -

occur with a few, lexically speCIYied verbs8 (hence the common name
Wanna-Contraction) or with the class of verbs as a whole. The one
exception to this is Jacobson (1982) who claims that to can cliticize onto

" ‘both verbs and adjectives,. the partlcular lexical item involved being

irrelevant. )
% Jacobson bases this claim“n sentences with reduced vowels, like those
in (1.11)-(1.13), which she says are grammatical for some speakers:

'1.11)' a. I want t3.
b. ‘He wants tg.
1.12) John seems ta. _ -
1.13) 'John is expected to, '
She also argues that, even for speakers who d1sfavor (1. ll) (1.13) there
is a sharp contrast between those sentences and ones ‘in which the item
preceding the to is not a verb or adjective:
L4
1.14) :ijﬁiaQﬁgsn s, ,
'1.15) persuaded Sam t9.
1. 16) *I want very much to.

All of the sentence- in (1 11)-(1:16) seem equally awkward to le, those in
(1.14)-(1.16) no more so than the others. .But even if there are speakers
who share these judgments, Jacobson’s conclusions are not warranted. The
problem lies in distinguishing actual cliticization from simple
phonological vowel reduction. There are two types of evidence in favor of
the latter analysis for at least some of Jacobsop's examples. One is the
critical. interplay between her to reduction rule and stress——a known
factor in phonologlc&l reductions. The -ocond is that reduction of- to to
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UD is possible even in contexts in which CC is \ot allowed An example of
. thls type would be (l 17b) " , \

l¢17) a. Who does Pita want t& kiss you?
b. *Who does Pita wanna kiss you? '

where (1.17b) i3 not possible in most dialects. Another example would be
Jacobson’s sentence (75) given below as (1.18):

1. 18)' T® run is no fun.

Since CC involves leftward clxt1c1zat1on the tp in (1.18) could not be a =
resplt of the same rule. .To account for these sentences Jacobson must
posid a second, otherwise uﬁ%otlvated cliticization rule to perform the
same function as well- ~founded phonological rules. Thus it is clear that
Jacobson is attemptlng to account for too wide a range of phenonena with
her rules.

For the purposes of thls work I will adopt the view that CC applies to
the class of verbs (all verbs and only verbs) with unpredictablée
phonolog1cal effects jn some cases and predictable effects in others. The
sentences in (1.11)-(1.16) wil]l be attributed to the operation or fallure

Y f @ phonolog1cal reduction rule rather than cliticization. This
treatment will allow us to capture the contrast between sentences like
(1.11) and (1.12), which some speakers reject, and seritences like (1.19)
. and (1.20), which they find completely acceptable '

1.19) I wanna. ’ ' : 2
1.20) He wansta.
v | Notice, however, that this definition of the domain of CC is not a

necessary feature of my’ analysis. If future evidence.persuasively argues ‘f

in favor of one of the other proposed domains for CC the change can easily
- be effected using subcategorization. -As th stand this sli
- view of CC

A s

complication does not seem to be needed. As no bove, thi
x v is con31stant wlth the clulm that reduced to ia a verbal Clltic - '

l 1.2.1 AR, CC and Phonology. o '*;\"" ‘“> .; ?ﬁﬁy ‘ o
_ The contrast between (1~ 17a) and (1. 17b) noted qbove also argues - e {-J'.
" .against the claim (suggested by Lakoff’ (1970), anong others) that cC ig TR

conditioned by low’ airesa ‘and. thua 48 a. phonoldg1cally deternined rule 'ﬁ:;'f; 

Since Jacobson’s to reduction” ﬁule, which i cqnditioned 'by ‘stress, ggg
apply to produce'(l 17a) . 1fvcc wero al q‘atresg‘dependent ‘we, would expect
it to be able'to apply’ ‘hiere ag welly The ‘fact 'thiat"CC s ' ungrammetical dan
(1.17b) shows that sonethlnxielnq‘is aing‘ Yin thepe sentehces. A. :

- similar argupent,canxbé‘uade for AR! & well,iad pointed*out in Kaxsae "
(1983a) .. While" the unstres sed: auxlllarae' An (1 21&) and (1. 228) can be }
phonologically. reﬂhCed t' [\z] o' [ %) in' ‘most dialécth, they “éannot -be -

- realized aamd fu ty redu d clxtic fqrmaw\g.e without any vowel at-all,
© in- ahy dlhle l} z)* \H‘

-..'_(gv,

‘ I wonder how’ Juch wine - there is: 'in the bottla.

tI wonder how mudh wine.there’s in the bottle. . -
John!a nicer °in the mornings: than Harry is at nt(ht.:,
*John \u nicer ini the ‘*rning than. Harry . ah night 2

'l
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Thus, lack of stress cannot be the determining factor in the operation of
AR or CC. The stqigg correlation that is'found between clitics and

stresslessness in

ny languages can be accounted for in other ways; for

example, by having rules remove stress from cliticized elements or even by
. ordering stress assignment rules after cliticization and having them fail
The point is, we need not and cannot assume that

.to operate on clitics.

“discussion.

f-« stress is what conditions the operation of the rules under

In addition to the claim that AR and CC are phonoléglcally
conditioned, it has also been suggested that AR and CC are themselves
Due to the highly idipsydcratic effects of

phonological reduction rules.

these rules, however, such an analysis is unworkable as well. As Kaisse
(1983a) points olt, the phonological rules that woul e needed to derive
reduced auxiliaries from their full counterparts are either not productive
rules of English at all or not productive at Qil the speech rates which

permit AR: .

-

1.23)

g 0O A0 TP

For example, Kaisse notes that English hasbno regular rule of .jw]

is
are.,
am
has
have
had

. oowill
would

o
i (r
(8], [m]

(s8], (2],

(vl, V]
(d}, [ad]
(11, (1]
(d], [@d]

Rz] (or [4z])

[@z] (or [izj)

»

-

»

~

deletion, which would be needed in a phonological derivation of (1.23g) or
(1.23h). Also, while there are productive rules to delete [h] when it . *

occurs before an unstressed vowel,

they apply only in rapid speech. Since

AR is possibleteven at relatively slow speech rates, forms like’ (1 23d-f)

could not be generate

d. Similarly, ‘even though full vowels can reduce to *

schwa at all speech rates, the rules which delete schwa entirely are also

restricted to fast sp

eech;

ithus none of the vowelless alternates in

(1.23) could\be ¥erived at a slower rate either.
amine the reduced alternat3m of is and. has gLven in
espectively, we nbtice th hey are susp101ously

Finally, if we ?x
(1.23a) and (1.23d)*r

similar to the varibus allomorphs of the plural,
possess;;k morphemes both in formgand distribution: only (@z]/(%z] can
whil [s& gecurs after voicelesas. non-stridents
The most general way of accounting for

the rules which determine the distri

_ her morphemes to also determine the |
distribution of the reduced)forms of is and has. "Since in. nostizhpent

occur after stridents

[z] after voiced non-stridents¥.

these facts would be
“of the allomorphs of

theories of grammatical organization rules of this type precede

to all
these

honology

third person singular and

[

proper, the rules which determine when an auxiliary can be reallzed as its
reduced form (as opposed to its full form) must also precede the
phonological component and therefore, must be of a distinct type.

ents against treating CC as a phonological
Firdst™6f all, as with AR, the phonological rules that

P , here are similar
- 3.‘“r redug%gon, as well,

! d needad to derive CQ forms from their full counterparts ar‘é pot
-¥For ‘¢xample, in order to derive the reduced Q

/ sentence'\p~(1 24b) from its full counterpart in (1.24a): u’

~woul

11 fully productive.

b““'r““wﬂ&:

B

°
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1.24) a. I'want to finish.
' b. [ wanna finish.

we would need both ; degemination rule and a nasal assimilation rule with
at least ong operating across a word boundary. While rules operating
across word boundaries- are common in English they are generally restricted
to fast or casual speech. Forms like (1.24), however, are perfectly
acceptable even in slow, careful styles. Even more disturbing is the fact
., that there is really no well defined set for these rules to apply to. AR,
) at least, -can be restricted to the class of auxiliary verbs, though not
all auxilfary verbs are affected. ~The verbs which undergo radical
phonological changes as a result of CC, however, have no other common
. properties to set- them apart from other verbs. Thus there would be no
general way of preventing’the derivation of sentences like (1.26b)
-alongside (1.25b): ° T
. : 3 "n,‘,o .
a. I want to_live.
. b. I wanna live.
1.26) a. I hunt to live.
"b. %I hunna live.

1.25)

In.my speech want and hunt differ primarily only in initial consonant ,
thus. there would be no phonological grounds on which to'qgclude (1.26b).
It is obvious, then, that the relationship between want to and wanna needs
to be stipulated rather than derived. - Since this type of . "spelling out"
rule ig"typically foéund in the morphological component, e.g. take + past
tense’ = took,.and the morpholegical component is typically ordered before
phonology, we again have an a ent for ordering the rules governing the
distribution of full (versus rdduced) ‘forms before phonology. - Notice that
these facts are perfectly consiktent with the view that AR and CC belong
to & separate component. of the grammar reserved for cliticization and
ordered between syntax and morphology, as argued for in much of the recent
literature (see references, fn. 1). : :
. 1.2.2 ‘AR, CC and Morphology. b
SO Another possibility.that should be considered here is that reduced
sentences are not derived via productive rules at all but, rather, hosts
bearing reduced elements are listed separately in the lexicon and assigned
\2é> . the appropriate distribution (&.g. wanna alongside want, John’s alongside

gohn). While such an approach to AR is totally unworkable, it is at least
plausible in the case of* CC. Since the reduced alternates of auxiliaries
like is and has appear quite freely with preceding NP's no matter what
\; their composition, it would be impossible to limit the number of different
; constructions in which they occur.  Thus we would either have to list an
\ ' infinite number of otherwise perfectly regular phrases separately in the
lexicon or allow the word that bears the reduced auxiliary, no matter how
deeply embedded it may be, to determine the type of matrix VP that is
‘allowed. This.is clearly absurd. On the gther hand, since reduced to has
Ly - & much more restricted distribution than reduced auxiliaries, ~océurring
only with verbs that can take an infinitival Gomplement, it would be
- relatively simple to separately list forms with reduced to and.forms .
» without reduced to for each such verb. “The forms with reduced to would
differ from those without only 'in that they subcategorize for bare. .\
. .infinitive complements rather than overt inf{pitive complements.
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"The problem with this approach, aside from the distributional
peculiarities and the redundancy of listing both forms, is that forms 115#
wanna, gotta, etc. do not function syntactically like single words as we
would expect if they had separate lexical entries. They do not undergo
any type of derivation or inflection, nor are they operated on as a unit . '
by any syntactic rules. 1In fact, sentences in which they are treated as a

unit are judged to be ungrammatlcal For example, compare (1.27b) with
(1,27c):

1.27) a. John is supposed to drive to Cleveland and Mary is
_supposed to fly to Toledol
b. John is sposta drive to Cleveland and Mary is sposta

fly to Toledo. »
c. *John is' sposta dnxe,to Cleveland and Mary is fly to
Toledo. 7 i ) L

If in fact sposta were a separate lexical ‘item we would expect it to -
undergo gapping, just like any ,other verb: '

1.28) John will drive from Cleveland to Toledo and Mary will <
from Toledo to Akron. ‘

«The fact.that (1.27c¢)' is ungramnatical shows that sposta is not a

syntactic unit but merely a phonological one. Thus this type of

morphological treatment of AR .and CC, the 1ex1ca1 approach cannot

work. T TS T, T T T
A second type of morpholog1ca1 treatment . whlch has been argued for is

the view that AR and CC involve affixation rather than cliticization.

There are, however, a number of reasons for not.believing this to be  the

case. One such reason is that reduced auxiliaries and contracted to have

more properties ip common with clitics than they do with affixes. Zw1cky

.and Pullum (1982) present the following criteria for dlst1ngulshing

between s1mp1e clitics and affixes (Z&P. p.3):

» 1.29)  ‘a. Clitics exhibit a low degree of selection with respect
' to their hosts, while affixes exhibit a high degree of
: selection with respect. to their stems.
b. Arbitrary gaps in the set of combinations are more
characteristic of affixed words than of clitic groups‘
. c. Morphophonological -idiosyncracies are more

characteristic’ affixed words than of c¢litic groups.
d. Semantic idiosym@racies are also more characteristic of

affixed words than of clitic groups.
i . 5

<

If we measure the results of AR against the principles in (1.29) we see,

as Zwicky and Pullum themselves point out, that reduced auxiliaries are

almost a paradigm example of simple clitics.

. Examining just.the sepMBnces given in (1.8) above we find examples of

an auxiliary verb reducing onto.a noun, a pronoun, an adjective, a‘verb, a
partical, and an adverb. From this we can see that, though there may be Ly
general restrictions on the preceding constituent in some dialects, the ‘
category mempership of the word the auxiliary actually attaches to is not
important; reduced auxi iaries do indeed exhibit a low degree of

selection. Furthermore, unlike affixes, there are no cases in which a
particular lexical item idiosyncratically blocké the application of AR.
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There are cases in which AR is disfavored (not blocked)' with particular
lexical items, but these are for perfectly straightforward phonological
reasons. The phonological effects of combining a reduced auxiliary.with
its host. are also perfectly straightforward. While irregular plural or
past temse—forms are quite common, the phonological variations in reduced
auxiliaries are fixed apd predictable from the phonological and
morphological properties of the host. Finally, theredire no cases in

- which.the semantic contribution of the reduced auxiliaries is in any way

different from the semsntic,contribution gﬁ the corresponding full
form. . :
Though contracted to’

do not fare quite so well with respect to the
criteria in (1.29 ey do, nonetheless, have some distinctly non-affixal
properties. Thelfact that CC does not allow a wide range of gétegorieh to
act as host does not MEcessarily reflect on its gtatus as a cliticization
rule since, as we saw above, a large number of clitics are restricted to
verbal hosts. This is just one way in which contracted to’s are less like
simple clitics than reduced auxiliaries are. Since, by our definition, CC
will reduce tq onto any verb we do not have arbitrary gaps in the set of
possible combinations. We do, however, have morphophonological
idiosyncracies in a few of these combinations. Notice though that the -
total number of such idiosyncracies is much lawer than for verbal _ -
paradigms. Notice also that such irregularities can occasionally be found
in known clitic groups as well (Spanish le lo —> se lo), they are merely
less frequent. As with reduced auxiliaries, the semantics of, contracted
*to is entirely compositional. "In sum then, contracted to does not exHhibit
any behavior that cannot be attributed to some type-of clitic (though not
always simple clitica) though it does lack certain properties frequently
found in affixes. .

There are other reasons for rejecting an affixal analysis of AR and CC
as well. For one - thing, treating these rules as affixation would greatly
complicate the morphology of English. In addition to paradigms 1ike
(1.30)* ' '

1.30) a. I want of : 0

l b. you want )

~c. he, she, it wants
etc.

3 k]

we would have ones like\thé‘folloﬁing:

o / e

1.31) a. I wanna -
b. you wanna
c. he, she, it wansta Y
‘etc.

' ) ;

This would be true for every verb that underweht CC (i.e. for every verb

in the language that takes an infinitival complement). We would also have »
to somehow insure that such verb forms @re followed by verb phrases
beginning with bére ‘infinitives. This would be a novel situation in that '
it would be the affix subcategorizing the following material rather than
the verb itself. The gituation with AR would be even worse #ince reduced
auxiliaries can attach to elements from so many different cutegories; wea
would in effect be creating a group of affixes that tan attach to almost
any word in the language but are semantically associated with the entire
sentence. Again, this is clearly absucd, Consider also the fact that
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- affixed words can be treated gs units by syntactic rules unlike the:
products of AR and CC, as we saw above. 1In the case of Aﬂ as Zwicky and
Pullum point out, such a syntactic rule would be almost
-inconceivable. : .

Perhaps the most persuasive reason for rejecting an affixation
analysis of AR and CC, however, is the fact that both operations are
sensilive to aspects of the sentence other than Just the word they are
attachxng to. Compare the follOWIDg pairs:

1.32) a. Who does Pita wanna see?
b. *Who ‘does Pita wanna see you?
1.33) a. Who'’s going? '
b. ¥Who's?

Whlle all the sentences in (1.32) and (1.33) are’ grammatical with the1r

" corregponding full forms,. only the (a) sentences allow reduction. This is
an impertant diference between affixation rules and AR and CC; while the
‘conditions governing the comb1ning of affixes with their s}jems are purely
morphological and lexlcal those governing the application of AR and CC

1 sedm to be syntactic in nature. This argues.in favor of a separate,

" non-affixal analysis of AR and CC. Thus, al®# things ¢onsidered, the
clitic analysis of reduced auxiliaries and contracted to is more strongly ,
supported by the evidence and we can conclude that AR and CC are, in fact,

- rules. of cliticization rather than affixation or phonological reduction.

LY

1. 3 Cl1t1c1zation and Syntax. e

In the preceding sections it was argued that AR and CC are conditioned
by syntactic structure rather than by phonological, morphological &r
lexical considerations. It should be noted that this is very different
from the claim that AR and CC are themselves syntactic rules. 1In fact,
contra Bresnan (]971), there does not seem to be, very‘much evidence for
the claim that cliticization rules belong in the syntactic component of
the grammar. Notice, first of all, that there are no syntactic rules .
whose operation depends on the application of a cliticization rule. . Nor, N
.a8 we will see in section two, are there any syntactic operations that are
bled by a cliticization rule either. Furthermore, cliticization rules are
of a very different type than other syntactic rules dealing, as they do,
with units smaeller than words rather than entire words and phrases. This.
is all consistent with the view #dhat rules like AR and CC form their ‘own
component in the grammar, one dealing with the production of phenological
words rather than syntactic words. While this_is a much more restricted
model of grammar in that it severely limits the range of possible rule
interactions, it is in no way predicted by curment transformational
frameworks. If section three I will show that, given a GPSG syntax, this
type of organ1zat1on falls out automatically; thus supporting a conclusion
reached on independent grounds by many others (see references fn. 1). ¢

* 4 .

1.4 Conclusions.
In the preceding discussion I have argued for the claims that 1) AR

and CC are, in fact, synchronic rules of grammar, 2) that they are best’

~analyzed as belonglng to a separate componeMt of the grammay reserved for

- rules of that type and 3) that the primary factor in determining the
applicability of AR or CC is the syntactic structure of the candidate
sentence. In the following two sections I will discuss the issues of how
these conditions on syntactic structure should be formulated and what the
optimal analysis shows about the grammar as a whole.
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2. Previous Analyses

¥

-

A number of different analyses of CC and AR have been proposed over
the years with widely different views of how.the cliticization process
fits into the framework of & grammar. Most, if not all, of these -
analyses have recogniZzed the need to refer to syntactic structure wien -
descrlblng the conditions under which these rules apply. These

treatments can be loosely grouped into three typés: those requiring some

.sort of explicit global reference, those involving the transformational
cycle, and those appealing to some form of trace element. - In what
follows I will briefly review some of the more 1nf1uentlal of these past
analyses while pointing out some of the problems these treatments have

had. | I will return to the discussion of the place of cliticization rules

~ in the grammar in section 3.

2.1 élobal Rules. ' _

Perhaps the best known d1scusa10n of AR and CC is the "global rule"
analysis given in Lakoff (1970). Lakoff sees both AR and CC as purely
phonological reductlons and argues-that since they are sensitive to
aspects of syntactic structure they must be global rules. Lakoff bases
his formulatlon of the conditions on AR on facts about where be can
reduce first notlced by King (1970):

° 2 1) a. : i. There's a man in the room.

ii, . ¥I asked which men there re in the room.
b._ i. Tt’s hot.

ii. %. . . and hot it’s.
.c. i, You said the concert’s in wh1ch park? -

ii. Which park did you say the concert’s, in?

iii. %In which park dfd you say the conez;t *g?’
d. i. Kim is to leave and Sandy’s to, also.

B § *Kin'is to leavq and Sandy’s, also.

While sentences like (ai, bi, ci, cii, and di) allow be to contract, the
corresponding sentences in whlch Wh—Movement , Topicallzat1on, or
VP-Deletion have disturbed the complemént' of the auxiliary do not.

Lakoff (p. 631) cites the following generalization "If there is a
constituent immediately following be, and if by any transformation that
constituent is deletedy then the be cannot contract." The problems with
this formulation are well known. While Lakoff can account for the.
contrasts in (2.1), his.analysis makes incorrect predictions about\the
grammaticality of the sentences in (2.2) and (2.3):

242) John’s to force himself to stop.
2.3) @a. Where’s the library?

b. What’s a global rule?

c. How fat’'s your cat?

d. In which city’s the conference?

"In his transformational frauewo%k. no matter how you order to Inserfion
and Equi NP Deletion the be in (2.2) would be followed by. a movement or

“deletion site and, ﬁheréfore, should not be contractable. Similarly, the

sentences in (2. 3)/Mould,be ruled out since they involve not_only the

e
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movement of the constituent following be, but the mOVement of be
itself. ' SN ‘

Lakoff also proposes a global constraint on CC to account for tho
contras$§ in meaning between sentence pairs like the follow1ng, first
noticed by Horn (cited in Lakoff (1970)) \
. 2.4) a. Teddy, I want-to succeed.
: b. Teddy, I wanna succeed.

Sentence (2.4a) is ambiguious between the readings I want Teddy to -
succeed and I want to succeed Teddy while sentence (2.4b) can only have
the second interpretation. * Lakoff concludes from such sentences that CC
is blocked if at any stage in the derivation an NP had intervened between
the verb and to. The deep structures for the aentence in (2.4a) would
presumably be those in (2. 5)

!

2.5) \a. I want [Teddy succeed]
':i\ l want [I succeqdkTeddy]
Notice that for thls analysis to work Lakoff must expllcltly order to
Insertion after Equi NP Deletion (to permit contraction in (2.5b)) but
before the rules responsible for topicalization (to block contraction in
(2.5a)). This seems to be the only motivation for such .an
ordering. - : '

Another problem with-this anai&sis is that it fails to block

contraoction in sentences like the followxng, taken from Pullum and .
Postal(1982):

2.6) a. To regret what one does not have seems like to want.
b. ?It seems like to want to regret what one does not
. have.
c. xIt seems llke to wanna regret what one does not have
2.7) a. I don't want anyone [who continues to want] to stop

wanting.
b. *I don’t want anyone [who cont1nues to wan]na stop
wanting. v :
2.8) a. I want to dance and to sing.
] . b. ¥I wanna dance and to sing.
. 2.9) a. I don’t need or want to hear about it.
' b. %I don't need or wanna hear about it.

Though these sentences satisfy the oondition on intervenlng NP’ 8, none of
them ‘allow contraction. .

A revised version of Lakoff’s constraint on AR is presented in Kaisse .
(1983a) where it is suggested (p.93) that the original condition be
1ntorpreted as 1q{(2 10):

., K

, 2.10) “Auxiliary Reduction may not apply if the element
following the auxiliary is not the same as the element -
that follows it at the  stage in the derivation prior

- to all movements and deletions.

In addition to the senténcen in (2.1), this formulation accounts for the
ungrammaticality of AR in something like: (2.11b) in which an elelent haa
- been nlerted followinc the bduxiliary:

\
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A ' 2.11) a. He is, I'should think, a bit tired.’ CL :uf '
: ’ b. *He’s, I should think, a bit tired. . BT
‘The constreintuin (2.10) does.nof, however, make the necessef& :3; )

distinction between rules like Equi and There Insertion (which:- do iqt
block reduction) on the one hand and Wh-Movement and Topicalization!
(which do block AR) on the other. Nor does it sufficiently limit the

. class of hosts to those permitted in Kaisse’s dialect. To remedy these
defects Kaisse adopts a.modified "split'T" model of grammar in which |
"move NP" rules are dlstlngulshed from "move Wh" rulesl®.” AR is then
made sensitive to the level of structure resulting from the "move NP" .
‘rules and the set of p0331blgbgosts to AR restrlcteg\to NP’s. The model

of grammar Kalsse assumes is shown in (2. 12).
. N .' I. -.
_ 2.12) (Bas nRules). ) ! .
: " D-Structure : ) ,,/’/’lﬁ"\\“———‘\‘
‘(Move NP) . {/ Centrol o
‘ < - Predication
NP-§& ructure Y . Binding Theory
(Move Wh) ) Case Marking

| \L ."To Complementizer
T ' Gontraction
S-Structure {dentity Filters

V4 . ' . -
/ ' _ Deleti ¢, _ . " .

© Stylistic Rules ., ~ . @ o
. L ' Reé\ructuring Rules R e ..
>, : Morphological Rules . L 7

‘Phonological Rules’ . ) - '
3 : ' Folldwlng Pullum and Zwicky (forthcoming) cliticization rues are
, K °treated as part of a separaje,component, labeled here as "Restructuring
.. Rgles _ “Given this model wKalsge s restriction oh AR is as follows:
| "2.13) X NPOAUX Y Z > 1, 2439, 4, 5
” - e 12 3 45
' where 2 c-commands 3 and 4 follow 3 at’
NP-Structure - : ‘

, This says that AR is poasible just in case the host is a noun phrase
o which c-commands the auxiliary and the element follow1ng the verb to be
cliticized followed it at NP-Structure. Thus, thegstdrred sentences in
.(2.1) are blocked since rules have applied to theq';—Structure which have _
- altered the material following the verb. Presumably a Bentence like
«e (2.2) would be generated without a subject NP in the lower clause, thua
: contraction is possible. As it stands the rule in (2.13) also
R incorrecq}y.predlcts that sentences like (ZQSa) And (2 3h), repeated
» below, are ungrallatical .

&

w o 2.3) u. Where's the library? - o .

. : " b, What's a global rule? ., - }h " ‘
’9\__ . . . - \ " » 0 A [}




. an NP.’ While the sententes in )
" SAI (cf (2.18b) and (2:19b)) they still fail thq NP host condition. ' . L
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To account fof®eases like these Kaisse includes a rider on her

.restriction which allows reduction onto a nonlexical item, such as a

Wh-word, #s long as the element following the verb meets certain .
criteria. This ridér is given in (2.14): : :

2.14)& In Qdd1t10n, if 2 is a (monosyllab1c) pro-form it need .
< '\, not be an NP, and it suffices that X [Y: AB] not mark

a movement or deletion site. L

.
. . : )

- ’ . v ’ ’ X
Kaisse’'s constraint on AR makes hany other prdlctions as well. 'Thus .o
all of the sentences -in (2.15)-(2.20) will also be blocked by 2. 13) : .
2.15) Which dog s he buylng9 -'- : 7 A
2.16) Not only’s Louis smart, he s also a varsity Yower :
2.17) "On whi¢h.day’s John leav1ng°
2.18) a. Speaking tonight®s 'a famous reportér , )
b. Spdaking tonight’s been a famous reporter.
2.19) a._ More 1mportant’s her imsistence on honesty. . - *
‘ b. re important’s been her insistence on honesty.. . .
2.20) Uqﬂ??bthis'blab’s buried Joan of Are. -
(examples based on Kaisse (1983a)). Sentence (2.15) is bad because, due "
“"to the application of Subject Auxiliary Invergian (SAI),' the element "

following be at the time cliticization operates 'is not the same ap the ’

element which followed it at NP-Structure. -Sentences (2.16) -and (2. 17) -1

are rejected on two counts: SAI has applied tn these sentences . . N

(trrggered by various pr p051ﬁx\;ules) and the hoat fpr the clitic,;s not ,
2.18), (2 19) and (2.20) do not’ involve

- While the constraint in (2.13) may adequately describe Kaisse's

. dialect, it does sd at the cost of employing an'extrelely powerful , .

méchanism —- a global rule. In addition to this, there ate d1a1ects 1n
which all of the sentences given in (2.15)-(2.20) are perfectky , Y ;

,grammatlcalll. This poses ' a partlcularly difficult groblem for Kaisese's
fanaly31s since some of.these sentences violatg both'cond1t1ons of her ¢

censtraint at the-same time. Thus there would be no way of,generalizing
Kaisse's conatralnt to include this other dialedt’ Since an analys1s ’
which ccounts for different dialects with a relatdd set of rules is to _

be préferred over one which treats them with entirely: geparate rules, ¢

" Kaisse’s constraint is less than satisfactory. \

Kaisse (1983b) presents a modified version of this analysis in which
the condition on preceding contewt is* altered to bring AR more in line
with the behavior of similar clitics in other languages. Kaisse argues
that reduced aux111ar1es are gecond position clitics and, s such, should <.
not be sensitive to the category membership of thefr host. Thus she
replaces her NQ host cond1t10n.with the following® e

. 2.21) 'An auxiliary may only cliticize ontd tﬁeAfirst'word of its }.'

N . \ .
. s.. R ) R 2 »
.. N
- E \.

A

This (.onstrmnt rules out the sentences in (2.15)- &2 20) since the .
varioud preposing operations involved -- Wh-Movement, Comparative ' .

Preposing, PP Fronting, etc. -~ noVe material into COMP and outside Lhe
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. domain of S. Aw.a-vesult, ‘the auxiliary itself is the first element in - )

/" the 8 in these sentences and,, thus,’ cannot appear in reduced form. :

.-+, However, according to Kaisse's own'argicle sentences like (2.22) involve
" * < Wh-Movement of the subject phrqsé: ' LT “

i

L. . R A : ot v
4 i 2.21)? Wirich man’s going to win? . ‘
» ¢ . & o o ' i . .
ol Sirfce Wh--Movement would jna@?tﬂthe subject. phrage into the COMP node),
. Kaisse's analysis predicts thut seftence (2.22) is algo ungrammatical and
ﬁ&'5“ for the same reason ps (2.15)ﬂpnd((2.r7). This judgment is not confirmed
_ in any dialect studied to date including Kaisse's. Kai'se notes a
. ,. similar problém with sentences like: S " y ‘
¢ - ) . . .
. ©2.23)" Jack is |the man.who I bet’s going to win.

Since the auxiliary woyld be the first element in the embedded S, the
structure should not pergit teductionlZ, - : " v
The congtraint in (2.21) dogs, however, allow for relatively mpre
4 dialect variation 4han the NP-host condition since -the domain involved |
' can be easily modified: Thws Kaisse can account for the faot that v l
‘ sentences like (2.18b), (2.18b), apd (2.20) with prepdsed elements -in '
COMP,are perfectly grammatical for many speakers by changing the S in
> ' (2.21) to S for these dialecfs. However, if Kaisse.is still assuming N
., the restriction on. following gontext given in (2.13)}3, she cannot )
" explain the grammaticality of the parallel sentences in (2.18a) and - .
v+ (2.19a) or'.the sentences in j2.15), (2.16) and (2.17) for these same .
speakers. ' “Not, only “does the revised constraint in (2.21) 'incorrectly .~
_ prtdicti;he facts of Kaigse;s own dialect, it still fails to account for
# . the'judgments. found in other dialects. A GPSG analysis, on the other
S . hand, presents,a ynified analysis of.both. :

==
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~ 2.2 Cyclic Treatment. ° o : . ,

% 7. Bresnan (1971) proposes, making rules of’cliticization such as CC and

. . AR part, of the transformdtional cycle rather than including them in the’

. . . phonology ‘as Lakoff did, » In her analysis of CC, to can cliticize . - »
L lé?twbrd;qnto the proper type of verb if they are adjacent during that '

s vefb’;-cyqlq;z Thus;gentences"iike (2.24a) will be allowed to undergo CC
- .8ince ihe subject of the lower cléusé is removed by Equi on the want g
cgclq;frégﬁing'it adjacent to fo. - - L '
" (I AR S ’ /. '

o " 2.24)~v° a. .You want fyou kiss who] .o “ , _

’ v 3'_f‘.p: Who.do yoy wanna kiss? ° o ' o

Lt 4 ”». [ ’ ' v . ! ' * ®

A sentence like (Z.ZQE);uﬁqneéar, will not be produced since who is moved

to the front of. the sentence frog its position between want and to by -.

. Wh-Movement' on the.higher, S', cycle. Hence, since CC is presumed to‘be .

*cyclic, it never gets a chance Eg,appl : L I '
. - O P A SN N .-

a 2.25) a; You want [wha kiss you] '~ ¢y . .o v

© b, ¥Who do”yqa;wannp kiss, you? ~° 0 .. Lt i;-%x. .

N R

*

‘ . vt
v . .

The ombiguity contrast found in (2.4a) and (2.4b) ‘wouid be parallel to” o -
this example: only one of the readings of (2.4%),. that corresponding to .
, the deep structure in’ (2.5b), heg.want and to adjacent on the want .cycle;
" the ,other has an intervening NP.” ‘Notjce that this qppnoach also.accounts
b 4 ) 5 . .. BRI .

*
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,PY(llthy, the to in these sentences would not be oIﬁguhle for

g 2.2b)

' t()“ prevent sentences like: , . )

~82 : T

for the ungrammaticality of (2.6c) and (2.7b). Assuming strict

contraction onto the want since they are not part of want’s complement.
Crucially, however, it ‘does not explain the failufe of CC to apply in.
seritences like (2.8b) and (2.9b). In these .cases "the to phrase s the
complement of an appropriate verb- and the two -are adJacent on that verb s
cycle, and yet contraction does not take ﬂlace B VR N
Bresnan’s cyclic pnalysis of AR also runs into problems. In an .

-at tempt to explain why the material following the .verb should be relevant

to reduction, Byesnan ‘reanalyzes AR as a rule df procliticization in
whiech the auxiliary is attached to the front of the next word. In this
treatment the starred sentences in (2.1) wduld have to have structures
such as the follo®ing: . . N

X1 asked which men th&ye ’'re_ in the roon.

. ¥, . . and hot it 's . '
*xIn which park did you &ay the concert ’'s_?
xKim is 5,_leaye and Sandy 's , also:

anoe

<

These could not, however, be generated once CllanIZatlon has taken
place, since the transformations involved are.not defined over subparts’
of words. '

This type of analy81s fails on both syntactic and. phonological .
grourids. As Lakoff (1972) points out, a proclitic treatment of reduced
auxiliaries would be very peculiar given the fact that clitic has and
is--like plurals, possessives, past .tense and third person singular
markers—:ass1m11ate in voicing to what precedes not what follows. In
order to account for this fact Bresnan Would have to posit an otherwise
unmotlvatgd word external process to perform precisely the same function
as a well documented word internal process, thus missing an obvious
generalization and unnecessarily complicating the phonology.

A syntactic argument against this analysis is given in Wood: (1979)
Wood-notes that Bregnan’s treatment of AR cannot account for the
grammaticality of sdntences like: . ’ -

2.27) Herb’s going and Jerome is‘_; too.
If AR is cyclic then it applies or fails to apply on the same cycle for
each conjunct. fTherefore, after the first cycle the lowest verb phrase
of the left conjunct would be ’'sgoing-while the lowest verb phrase of the
right conjunct would be going. Thus -the identity condition on VP
Deletion would not be met and the aentence_jn (2.27) could not be SN
. generated. M

A final problem with this appr ach stems” from the nature of

cliticization rules in general Clitic elements, unlike some types of
affixes, do not change the category of their hosts; e.g. wh-words with
clitics attached are the same category as they would be without the

ckitic. 1.Le Bresnun views cliticization as a process by which elgpe ts -
become gyntactic dependents of preceding or following elements, in order

L]

*2.28) - a. %I asked_ ’'re-which men t@ere " _in thegroom.
b. ¥’s<In which park did you say the concert _L?
T c. X. 3. and ’s-hot it. .

‘ " |
: T
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one would have to somehow build into each hovemen{ rule a clause that
examives the structure of the constituent in order to detect .the presence
of apy clitic elements and prevents the rule from applying if such an
element is found:  This would complicate these rules enormously.
Furthermoﬂe, as we¢ saw in section one, Bresnan’s basic assumption--that

» cliticizgtion rules can and should be included in the syntactic component
of the gammar--is not supported by rule interaction facts.

1
.

2.3 Trace Theories.
Perhaps the most frequently appealed to type of analysis is one
‘e involving some sort of trace element. In such analyses, cliticization is ‘
.possibft only if traces do not- appear in the relevant positioms.in
syntactic structure. What form these traces take and how;aprecisely,
they arise is a matter of considerable variation from theory to theory..
Selkirk (1972) proposes an analysis in whfch traces -take the form of
extra word boundary markers which serve to block the destressing rules
that feed various clititizations.. According to her analysis, word
boundary symbols®“flank members of major categories in deep .structure.
When: transformational rules move or delete elements they leave the
position of these boundaries unaffected. When a moved item is adjoined ~
elsewhere in the sentence new boundary markers are created. Selkirk also
includes a convention by which redundant internal boundary symbo]s are
® deleted in the configurations W#]#]Z and Z[#([#W as long as the oUtermost
bracket is not labeled S'. The destressing rule relevant to our concerns
is Selkirk’s "Monosglabic Rule"” which removes stress from monosyllabic
dependents that are followed by at most one word boundary symbol
followed by a word with a’'stressed vowel. Thus a sentence like (2.laii)

could not be generated since after Wh-Movement the (simplified) structure
would be as in (2.29):

. 2.29) {gT asked [S’#[COMP[#which men# |

][ S#[Npthere#]
(ypare - [##] [pp#in the room#]]]]]

The auxiliary are in (2.29) is followed by a series of two word boundary
symbols and, therefore;/ cannot undergo the Monosyllabic Rule. As a
. result, the stress on are is not reduced and it cannot undergo
cliticization. 7 '
There are a number of problems with this analysi314 one of which
hinges on the very feature whigh allows ungrammatical sentences 1ike
K (2.1aii) to be excluded. 1If.boundary markers are left behind by all
- movement and déletion rules, then a sentence like (2.30a) with a deep
structure as in (2.30b) would ipcorrectly be blocked from unde#going
destressing and subsequent cliticization as can be seen from the surface
structure in (2.30c¢): ' - .

2.30) a. John is to leave as soon as possible.

" b. [gJohn is [g’'#COMP[g#([yp#John#] [yp#leave.
C.n [gJohn is [S’#COMP[S#[Npa#]lvp#totleave.
d. John’s to leave as soon as possible..

. v - ’
After Equi wpplies to the lower S there will be a series of four
. boundary narkers,@onh of which will bé removéd by the redundant boundary
~ symbol.convention discussed above. Since there are three boundary
. symbols between is and thp.nearest following word with a stressed vowel

« " . (‘\‘~ "

»
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the conditions for the Monosyllabic Rule are not met. Sincehig cannot be

be- produced.
As Postal and Pullum (1978) point out, Selkirk’'s analysis fails (in

* destressed it-also (annot cliticize, thus the senlenCe in ¢2Y30d) cannot

‘precisely the same way) for CC as well. Thus a sentence like (2 318)

would have a surface structure -as in (2.31b):

2.31) a. I want to go. il
b. [gl want[s'#COMP[s#[Npé#][vp#to go#]

.

Since there are extra boundar1es between want and to, destre351ng and f

cliticization are incorrectly blocked. r

v The other types of tra’e theories propoqod thus far have similar. ;
problems. Those put forth/in Chomsky (1976,1977) assume that movement

transformations, leave traces in surface structure to mark the posifion of

an element before the rule applied. Postal and Pullum (1978). argue,
however, that these theories are incompatible with Chomsky'’s claim that
Wh-Movement is successive cyclic since Llraces will be overgenerated in
COMP position. Thus a sentence like (2.24b) would have the
(pre-contraction) surface structure in (2.32): b

« ©  2.32) [[whao do you want[[t] to kiss t] ' _
~ " R Y
which is not compatible with-CC. Chomsky and Lasnik (1977) attempt to
correéct this prediction by proposing a rule to,freely delete material .in-~

A

COMP positions. However, as Postal and Pullum note, since the: coMP node . -

its¢lf is not pruned by this rule want and to are stlll not structurally

*adJaLent and, therefore, Lannot cliticjze.

Chomsky (1980) deals with- this problem in another way.. He-argues' "

case-marked traces and count as syntactic material whereas traces.in-
other positions do not. Since these case-marked traces count as
syntactic material, they block contraction. By Ancluding® this abstract
feature, Chomsky is able to distinguish between unbounded dependqnc1es o
(which do not allow contraction across a t) on the one hand, "and: Raising -

and Equi ponqtructlons (which Yo allow this contraction) on the other. .~

Also accounted for is the possibility of cliticization in senténces Tike ..

(2. 32). since the t intervening between want and to is in CQMP posit10n.;;(
il is_not a case-marked trace and does not block CC. ‘ ~ -{"

There are; however, some problems with these claims. Pullum and

dialect of Englxsh not "to have case marked traces and thus does. not |

account for "liberal” dialects which accept cliticization in sentthes in
which a marked trace should intervene between the verb and to.. :Ih such a
dialect sentences 11ke (2. 25b) are perfectly fine: o e

’ 2.25) b. Who do you wanna kiss you° ‘ ‘%i‘ T
. Furthermore, they point out that since none of thﬁ exumplvslln -
(2.6) -(2.9), repeated below, involve the intervenlion of’ o Lasermurked
trace between the wanl and Lo, Chomsky’s theory funls to acdount for why

aliticization is blocked in each case:

. A -
' - < » m
. .
* L
P

. 7;1.; f;

that traces left by Wh-Movement in non-COMP positions in: the clause are ?j;

" Postal (1982)“yrgue that Chomsky’s assumptions make it impossible’ for any '




e U o
";F:f.'ff~y2.€)@fé;j To regret what- one’ does not have seems like to want. W
oo W Tt Ube . 2Tt seems like to want to regret what _one doed not

e I' S have. .-
e g cw 7 le. ¥t -seems like to wanna regret what one does not have.
N~ 2 e 2.7) a1 don? t want .anyone [who continues_to want] to l,
1j@¢;.““ﬁj ST Btop wanting. B
Y.l iy by %1 ‘don’t want anyone [who contlnuts to wah]na stop 4
3 IR . . wanting.
. 3 Ve .7 2.8) 5a0 I want to dance and to sing. s
& ®. 4. . b, *I wanna dance and to sing. :
f: 2.9) “a. I don’t need or want to hear about it. . "
) b

, tI.don t need or wanna hear about it.

o 0bv10usly 1n these cases mere reference to the positiion of case
'marked tq’.gs ‘is not enough;, one must also take into account other
"aspects of clause’ structﬂre, something that Chomsky does not: do..’
Pullim and Postal “themselves argue that the underlying failure of trace
theor1ep stems fﬁam “"an ‘unwarranted and unjustified assumption made at
the outset and aﬁparently never questioned by TT [trace theory] -
advocates, Thls is that linear contiguity is fundamental to the . ‘
description of contraction” (p..'130). They, however, claim that
adjacency is not . theﬂprimary prerequls1te to contractlon and propose the
.fdﬁlow1ng relational generalization":

. 2.33) . A ¢ontraction trigger V can have a contracted form with
4 inf1n1tival to only if: + .

e " . a.- " .to is the main verb of the initial direct object
g . : 'complenent of the matrix ht?use whose main verb
Lo o . - is V; : : ’

o S o " b. » the final subject of the complement is 1dentlcal
' -t ' }inthe flnaJ subject of the matrix:

’ ..1f, however, adjacency ‘is' not a primary prerequisite we would expect
. sentences such as (2.34a) to allow contraction since it satisfies both of
" the conditions specified in (2. 33)' As wg, can gee from'%2 34b), CC is
not acceptable hereld; ?, ) T . s .
¥ § : g.‘ e
o 2.34)° a. 1 wan{’ very much® to finish_ this chaptéim
LY : 'b. %I wanna very much’ fipish thls ohapter \ ;

i Q. .

. From thls we_pugt d%ncludb that convent;ghaf w1sdo-’ia correct after q&l
. ¢ . and’ linear contlguity is i fagt a neceasqry papt of qu cond1ﬁion -on

. CC ". R W ,,' v C .

i ";’. w* o T - %( S . ' 7 ﬁ

. S JACY

;"',.f; 2.4 -Powards a GPSG Approac e R Jﬁ " |
N S ‘The treatn‘ht of AR and going to angue for ‘here is, more or
‘ o lesa, a trace’ analysis too, albeit one that refers to clause' structure as

3 -~ well. The difference between my analysis and othef’ such analyses is that

ST in" a Genera zed Phrase Structure grammar different predictions are made

: - about which syntact1c structures :contain traces or gaps. Thus a GPSG
analysis avbids the problem.found in transformational treatments of h

_to- distinguish t movement ‘and deletion rules.which block cliticizatfo
from sthope ‘that don’ In the néxt seoticn. I will briefly outline the
§;ic tenet- of G and show how they cah. lead to a a1uple and elegant *

tesen}. of tlb conditionu (overninngR and CC in the didlects dilcuoledf
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SN " One dlffjculty in preaentlng a. unified.account of AR and.CC within
'f » GPSG is:that the framework itself has been through a number of extensive
', reyvisions in a relatively short amount pf tlme; " In thé following section.
. I will briefly summarize’-the most recept version of GPSG as presented in
" Sag and Klein (1982) and Gazdat, and P yllum (1982). Throughout this =
¢ ¥ chapter’ I'will’ attenpt to standardize the varyxng notgtion as much as .
possible 'while maintaining the basig contient of the niles; though 1 adopt "4
, the familiar S/NP/VP symbols whenever posslble for perspicuity, it should
be remembered that GPSG embraces an X-bar philosophy. ~»When necessary I :
will use the symbol "a" to stand for, the Greek letter alpha and "b" fdr
the 1etter beta. : : .

e .

L : ' o, . :

3.1 The Frenework ' A ) »
GPSG is a surfacy theory of generatlve grammar in which structural

~descriptions are assigned to sentences solely on thé basis of phrase,
structure rules; no use is made of transformatlonsvgr coindexing devices .
and only one level of structure is defined. The set of immediate
dominance (ID)- rules are thé syntactic bas1s of a GPS - gramnar ID rules
‘have the form: o s o

ets . <nj A B, €] D> B - S
¢ ooy Pt AR
.where B, C and D are the categories that A/ domlnateqﬂand n is a rule
‘number whlch acts as a subcategorization feéature on #hy lexical items .
introduced by the rule. The relative order of B, C and‘D is given by the
sét of linear precedence (LP) statements. An example o?a LP. rule of . Co.
English would be: )

»

NP ) PP ——t . - s * - :--m. - el A_ot .-.....-~.....‘.._..,.v_... e g
. ) T aa LT L RS s o v i e o b ey e Dl = b
v
" R

e e s
l. e s

This says that in any ID rule whlch introduces 'both an NP and & PP, the .
‘NP will’ always occur before the PP. In order for a PS rule to he
included in the grammar it must be conslstent with at least one ID
: statement and with every LP rule, ' f.
Perhaps the most intriguing aspect of GPSG is its use of &
~ metagrammar to capture the generalizafions that hold between ID rules and
. govern their operation but' which are not expressed directly with the
o ~ ID-LP statements. The metagrammar uses two types of devices to capture’
thesé.- generabuzatlons' a set of metarules and a set of rule extension
principles. Metarules are a means of expanding the set of ID rules in'a
: 'rule-governed way; that. Ais, they map ID ruleg into new 1D rules.
h . Metarules, have the general form indicated below:

P

3.1) a->byy .%. . , by " - . o

' a’~> bl' e s+ % ‘y b‘ " . N .“ . »'..‘ ‘ .
This. is interpreted as saying that if the 1D rulq a-> b 1o » + 4 by is o
in the grammar then the ID Yule a’-> bi, « + + 4y by will also be in ~L

. the gremmar. Since by convention rule numbers. ere preserved under
netar¥%e upplication they are not -pecifically -entioned in _ S
. (3.1) . .,
' : . Y - . . ‘ | * 9() . ’ ’\’I

P |
'
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Rule extension principles "flesh out" these schematic ID rules into
fully specified PS rules complete with semantic interpretations.” These
principles are of two types: rule translation principles and feature '’
instantiation principles. The rule translation principles predict the
form of semantic translation rules on the basis of the ID rules and the
semantic-types assigned to the categories they contain. They thus

'~1prov1de a mapping froquD rule doubles, consxstlng of a rule number and
ID rule, into ID rule trlples, which contaln in addition Montague—llke
translation formulae. -

“Features play a very important role in the GPSG framework. In fact,
in the most recent versions of the theory much of the work previously
done by metarule is now handled by the feature system and the rules which
goyern feature ass1gnnent (i.e. the feature instantiation prlnciplesi

Not surprisingly the feature system in GPSG has become quite complex 7,

- As is also the case with current versions of transformational grammar,
syntactlohchﬂegorles in GPSG are.not seen as simple unanalyzable node
lables but are instead assigned an internal structure cong ting of ~
features. “The major innovation in the GPSG system is the‘i#ea that these
features may take other features as their coefficientsl8, Thus the
structure of features is defined as follows:

3.2) A feature consists’.of a feature name optionally followed by
» one or more fepifires or feature names. Fegtures begin with
S a left bracket and end with a rlght bracket. (Gazdar and
s Pullum (1982), p.3) -

. Syntactic categories are sinply a type of feature, in particuldr one
whose feature name is CAT or CAT'. The internal structure of CAT and

CAT' is given below: , e

+

o 3.3). a. (CAT CATFooT) . L LT e
S ,_ .,—:( ..' SR {CAT BAR [{EAD] L . . '.‘.I_C'_.'_"i“hn.“

o,
‘e v : L :’

<" The feature BAR 1ndlcates\the phrasal level of the cagegOJC*ﬁn an

' X-bar syntax; it takes as its coefficient a number from 1 to 3 orﬂﬁhe

feature LEXICAL. For purpoges of subcategorization, rule numbers ar

assigned as the value of the feaﬁure LEXICAL. The featyre HEAD consisﬁav .
of the syntactic information that -is shared between phrases and their atg J
* heads. This information is divided between the features MAJOR and MINOR“ o

as shown in (3.4): : _ . i -*ﬁﬁ

3.4) a. [HEAMM MAJOR MINOR] |
b [MAJOR {4N,-N} {+V,-Vv}] . R
c. [MINOR AGR CASE . . .]- N R

The feature FOOT contains 1nfornation about other typesiof yntactic
SN depehdencies that hold between phrases 18 The internal striycture’of FOOT
and ifs coefflcieﬁ&s 1g\shown in (3.5): . T
i 3.5) a. [FOOT SLASH WH REFL]
. : b. .[SLASH CAT] :
- ‘ . : c. [WH AGR WHMDRJ;
a ' d. [REFL AGR)

.

P
-
&
S
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The FOOT feature SLASH is used to encode information about gaps in
unbounded dependencies, it takes as its value a categoryd WH is used in
the treatment of Wh expressions; it takes two other features as its
coefficients, an agreement feature (AGR) and a feature to encode the
morphological type of the Wh word (WHMOR). The feature REFL marks ,
reflexive expressions and also takes AGR as its value. We will have more
to say about FOOT- features later. .

- Feature instantiation principles are responsible for ensuring the
proper distribution of features in rules. They can be thought of (Sag .
and Klein (1982), p. 97) as "axioms that pust be satisfied by an IDR
triple if it is to be an ;ngiantlated extension of a given IDR double".
Feature values can be assigned in a number of ways: they can be -
specifically mentioned in an ID rule or metarule, they can be freely
assigned in accordance with any default valyes an jtem may have (for
example, an NP in English is [-CASE], i.e. accusative, unless otherwise °

specified), or they can be set equal to some other et of features by

virtue of special conventions. The special conventions we wi}l be most
interested in here are the Head Feature Convention (HFC) and }he Foot
Feature Principle (FFP).

To-put it very simply, the HFC requires the cOeff1c1ents of HEAD in
the mother category and the head daughter to be the same. T "head
daughter"” is ideptified on the basis of syntactic category d bar
level. For example, given a phrase X*? the head daughter will be either
an X'’, -an X’ or an X that it immediately dominates. - If X'’ dominhates

more than one of tﬁese then the one with the fewest bars will be the

head; if it dominates nope of these then X'’ will have no head?0

The FFP is responsible.for the distribution of FOOT features. Again,
very simply put, the FFP says that any FOOT features not assigned to
daughters by specific rules must also appear on the mother node. There
is nothing to prevent more than one daughter from carrying the same value-
for a FOOT feature or from carrying different FOOT features altogether,
though they are blocked from having different values for the same FOOT
feature since there would be no way to encode this on the mother node.
Thus, for example, a VP cqnnot simul taneously have both an NP gap and a
PP -gap since-SLASH can have only one value for CAT. .

Rule translation and feature instantiation are two aspects of the

.mapping from 1D rule doubles to 1D rule triples. Sag and Klein (p. 98) .

point out that since both can affect how constituents are linearized in a

- language the set of rule extension principles must operate before the LP

statements. :Their 'view of how the grammar is organized is given below:

ID rule doubles.

. Metarules
ID rule doubles . :
- ' ule extension principles
ID rule triples ‘

v 4 <L‘f:::::::;LP rules .
* eompleted PS rules - ’ S

3.2 Aux111&r1es in GPSG ' ‘ '

My approach to suxiliaries is "basically the same as that presented in
Gazdar, Pullum and Sag (1981) with one small exception havxng to do with
the treutment of the copula. In that. work & verb that is [COP, AUX] can
take any of the followxng complements: v

4

, e Y2
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. 3.6) - VP[PRP] is going - ‘
. VP[PAS] is given . ¥ '
VP[ INF] is to leave o i %
VP[PRD] _ : ' . [& !

where a VP[PRD] "merely consists of a predicational X" [i.e. XP]" (GPi—
P. 9). "I will simplify this somewhat. and say.that any [COP] verb tha
takes an XP[PRD] as its complement 'is also an [AUX], where an XP[PRD] :can
. be any of the following: AP[PRD], VP[PRD PAS], VP{PRD, PRP], VP[PRD,
INF], NP[PRD], PP[PRD]. This results in slightly different -tree
structures (i.e. no dominating VP node for AP's, NP's, and PP's) and is
more in keeping with more recent GPSG works. , Notice that by this
definition the verb in (3.7a) is not an auxiliary, since iZs complement
is an S (i.e.. V’*?) rather than an XP, and therefore does fiot undergo AR,
as we can see from (3.7b): e

3.7) a. The fact is Pita left. -
b. *The fact's Pita left.

~

Thus, sentences like (3.7b) will not be considered jn our later
discussion of the conditions under which AR takes place. Again, where
‘necessary I will modify rule-notation to be consistent with this
treatnent of the copula and .its complements.

\ L
. 1

3 3 The Dlstrlbutlon of Traces in GPSG '
As we saw in chaptetr 2, the problem ‘with transfbrmatlonal analyses of
AR and CC is that they fail to d15t1ngu13h in a general way between
operations that block contraction-— such as Toplcallzat1on, VP Deletion
! and most forms of Wh-Movementi-and -those that don’t--i.e. Equi and There
Insertion. A GPSG analysis of the same data does not run into this
problem because in GPSG thereill a natural distinction between the two
-/ -sets of constructions: the GPSG equivalents of the former involve the
introduction a phonologically null element while the GPSG equivalents of
the latter do not. Thus the distribution of these null elements can be
used to state the conditions governing the application of AR'and CC.

Since GPSG is a non-transformational monostratal theory, null . . °
elements do not arise through operation of movement or deletion = -
rules. Tnstead, the distribut of .traces is governed by the feature '
system and metarules. Categories which are marked with the feature .

[+NUL] do not receive -a phonological representation and are, therefore,
trace elements. Thus, the GPSG equivalent of VP Deletion is achieved
simply by assigning a VP this feature. Thus a sentence like (2 1dii)
would have the pre-reduction structure in (3.8):
3‘8) | /s\\ ‘
S o S[and]

NP VP and S
| ;1’(’\\\\ . qw/’ﬁV\\\\\

* Kim - ‘I’ vg N, . W
i ! ‘ A '/\\
‘ is to leave andy I . Vr[+NUL]
. f : . )

: _ t also
% I

. L’) ' | | . ‘. 93

#




- 90. -

where t is an abbreviation for VP[+NuL )21, "Singe trace elements retain
. their other category features, null categories will be linearized by the
[Pestatemants just like their non-null counterparts.,

In my analysis, traces are also introduced by a version of Slash
Termination Metarule 1 (STMI), one of the rules used in Gazdar, Klein,
Pullum and.Sag (1982) (GKPS henceforth) to "Plxmxnate" unbounded
dependencies. This version of S™I is given helo

3.9 smM1 - - o
a -> W, b[-CASE]
\
] a/b =5 W, t )

(3.9) says that given an a cons1st1ng of anything at all (1 e. W) and ab
that is [-CASE], there exists in the grammar a rule that allows an a that
has b as its coefficient for SLASH to dominate a W and a trace. The
"a/b" notation used here is simply shorthand for the actual feature

~ ' specification of the mother node which would be [CAT’ a [FOOT [SLASH
b]]l.

Following the analysis in GKPS, the rules respons1b1e for 1ntrodu01ng

unbounded dependencies are contained in the set of ID rules. Two such

rules are given in (3.10): _ y %
‘ x PE
: 3.10) a. S -> a, S/as TF E 1
» : b. S -> PP, VP{there]ﬁPP

3 -

By itself, the rule in (3.10a) is respon81b1e for topicalization
constructions such as: .

¢ 3.11) Teddy, we believe will succeed.’ .
In conjunction with other ID rules and The FOOT feature WH it also
accounts for most of the effects of Wh-Movement in a transformational
analysis. The rule in (3.10b) is responsible for sentences like (3. 12).
The feature [there] indicates that the.VP is the kind that could ‘ake an
ex13tent1a1 subject as in (3.13): l
3.#2) In the garden is a fountain.
3. 13) There is a fountain-in the garden
Since the FOOT featur® SLASH takes as 1ts value the category of the
"missing"” element in ap unbounded dependency, this information will be
. carried through the tree from the point of introduction to the point of ,
elimination by the FFP. Thus given STMl, the rules-in’(3.10) and the"
FFP, sentences like (3.11) and (3.12) will be assigned the follow1ng
"structures:




3.14) _ . S _ ¢
. / \ ¢
NP S/NP
/ / \\ i}
Teddy ‘NP . . VP/NP R
I _ \ ’ ) ‘
b we . -VP_ » .
} I N
believe Y Vr
will v
' . : succeed

. PP V[there] /PP
= . PN ’* — \ T
P NP L ) there] NP t
| .///A\\\ N
in Dit N* 1s DTt _ N’ .
A . R D
the garden _ a  fountain

P

e

Since, however, hKPS restrict metarules so as to operate only on ID rules.:
that introduce lexical items, STMI could not apply in the product1on of a
senlence like: "

3.16) John, we believe worked for Kims

. .
because the rule STM1 would have to apply to would-be the rule expanding
the S complement of believe as an NP and a VP. This application is
blocked since neither NP nor VP is a lexical category. To account for . .
senlences like thls, among others, GKPS propose a second STM rule. This
rule replaces and generally supersedes the one given.in Gazdar (1981)
which allowed sentential categories that were missing an NP to be , |
replaced by a VP. Like this rule, STM2 does not involve the introduction -
of a_trace element, rather it allows the remnants of an embedded clause

to be "liherated” into a higher clause. This second slash. fénmlnatlon \
~ metarule is given in (3.17): _ e : .
. 3.17) STM2 R ‘
§“>f’_b. . R
a/T -> W, J where "b -> 1, J" is a nonlexical rule

™2 says that if the grammar has an ID.rule which ‘introduced a b. and
b dominate. T and J, where neitbhér I nor J is a lexical category, then
the grammar also has a rule in whi®h'b i® replaced-by J and I is assigned

as the value of the mother ﬁdde 8 SLASH.feuture diven this rule, thl

sentence in (3. 16) would be asslgned the structure: , - .
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'3.18) - s :
. ) ' /\ »
, NP S/NP
John - NP . VP/NP: *
’ ' . '/\ . .
we v . ') % ‘
e believe V . PP
worked P 1?
» er"" Kim

Given this account of the distribution of traces in GPSG, statementg
of the conditions governing the application of AR and.CC fall out
directly. In the next two sections, I will show how an analysis of the
data discussed in chapter two can be devised using a GPSG syntax as a.
base. Special emphasis will be placéd on accounting for dialect
variation in a.simple and natural way without any ad hoc devices.

.3.4. AR in GPSG. . ¢ | ‘ ' 5
Given a GPSG syntactic framework the condition on AR in the most
liberal dialect is quite easy to state: aux11iarieg can contract, if they
are immediately followed by phonologically non-null material from their
own constituents. ‘More restrictive dialects, such as Kaissé’s; require

an additional condition on possible host elements as well. These
dialects will be discussed further below. Notice, however, that I -do not,
attempt to give here a formal statement of what the AR rule looks .like.
This ig because, as we saw in chapter one, both AR and CC are not and can
not be syntactic rules themselves. We will peturn to this issue and hof
it is predicted by, a .GPSG framework in section 3.6. Notice also that
" since cliticization rules are not located in the syntactic component of
the grammar they need not. be subject to the same types of restrictions as
syntactic rules. . Just what' the general restrictions op cliticization
rules are is a topic for future research.

‘Given this constrainty séntences like (3. 19&) will be prevented from - R
~undergoing reductéon regardLess of whether the. verb is analyzed aa an . '
auxiliary: - i L _ f,f ¢ e
3.19) a. 1 think therefore 1 am. ., L | o

‘b. ¥I think .therefore I’m.

The sentence in (3.19h) is ungrammati because noth1ng, not even a
trace, follows the auxiliary in it tituent. Bven if ‘the verb in
(3.19a) is not an auxiliary (which it no\doubt isn’t), thjs wording. is
required on independent grounds to account for sentences like (2.11):

2.11) .a.- He is, I should think, & bit tired. ‘-. 4
" b. . %He's, I should think, a bit tired
o’ ¥ .
In this case the verb' is an auxiliary by- our def1n1tion iince it takes an ;
XP[PRD] complement: (nalely an NP) but it still doesn't allow reduction. - o L
This is becnuue the'-atorxal that immediately follows it is'not contained ’

Tt S 9 - - . I

s . .
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. [




. . Lo . - . y ’
» . N . -
. , . .
E S . '
' e 93 D :
’ h . ' ! " 3 e ~ ]

\ in' its clause, rather il is a separuto S which is inserted :
parentheti'cally. Thus, (2. llb) is (orre(tly excluded by our statement o!
the conditions allowing AR. " .
Unlike Bakoff’s analysis, the reduction on AR .given ubovo does not
run inbo difficulties with qententpb like (2. 2) . s
; . . _

'2.2) John’s to force himself to leayet - ' ' (7”
simply because GPSG makes different pfedictions than transformational
grimmars about howysuch sentences are produced. While Lakoff’s framework
‘entailed the application of Equi NP Deletion gnd to Insertion to
transform an embeddegd S into an infinitival complement, verbs in GPSG
subcategorize for.infinitival complements directly via rules like (3.20):

4

3.20) VP >V VP[INF]

v

I ’
'Thus the sentgsmce in (2.2) would be assigned the pre- redugtlon structure
in (3.21): . A '

'3.21) S

NPT - w

John o T VP[INF]
is 1///{// VP
. - to V . NP . VP[INF]

- _ | | - N
‘;"“ e force himself V Vf
o | - |

to - v
|
, S _ _ . . _ : leave
e B * . ) '.‘ . . . ’ . . ‘
Since phonolog1ca11y non-null material meedlafbly follows the ,be ‘in its
R - constituent cliticization is p098161e N
Slmllarly, under the .analysis given'in Sag and Klein (1982), so-
called There Insertion sentences involve the interaction of :
- subcategorization and agreement rather than string manipulation. = Their
analysis relies on rules like the following, adapted from the original
X-bar notation (8ag and Klein, p. 103):
3.22) - < 7; NP[NPF a] -> a >, where a 6 {it, there}
N 3.23) < 12; VP -> V[-PRP, NPF there}, NP, XP[PRD] > where
- ' V[12] = {be}

NPF is a type of agreement feature whlch insures that dummy NP’s appear
¢ in the appropriate structures.  Since agreement is stnfed between subject
NP’s and their VP's? 23 and subsequently carried through the tree by the’
HFC these rules result in pre-reduction struutures such as (3 24) for
sentences like (2.1ai):

v 2. l) ‘K i. There's ﬁ man in the room.

g7 s .

sp !




3.24)
NP[NP¥ therc] . VP[NPF‘Lhefe1 ‘
. there V[NPF there] NP PP@PRﬂ | .
is a‘man in the room

Unlike some transformational analyses, there is no disturbance in the
material following the auxiliary and thus po need, as with Kaisse (1983a),

"¥° to refer to more than one level of structure in oxder to account fof'thg

ab111ty of AR'to apply here.
, While Equi and existdptial there sentences do*not involve - : it

phonolog1cally null elementsy the GPSG equivalent of VP Deletion, as we ' e

have seen, does. Therefore, if a VP that is 3331gned the feature [+NUL]

immediately follows ‘an aux‘Ylary that auxiliary cannot undergo AR. Thus

a sentence like (2.1di).will not be grammatical since it is 8551gned the

pre- reductxon structure“klven in (3.8):

+

2.1). d. i. *Kim js to leave and Sandy’s; also.

3.8) S ' .
/ \ . 3
s S(and]
v . NP VP and

R o | N /////l\\\\

Kim Ve \J '
: ‘ 7 . | ' ,////\\\\\
. :} , is to leave . Sandy _‘
- ) _.]
. S is t! also

£

AR-can also be blocked from applying in topicalized sentences gince STM]
will be used to eliminate the unbounded dependency. Thus a sentence, like
(3.25a) could not."undergo rgductlon in the second conjunct since it would
" be assigned the structure in (3.26), with a phonologlcally null e]ement
'(a trace) after the auxiliary: ,o

]

3.25) a. John said he is and hot he is!
b. *John said he is hdt and hot he’s!
3.26) . S v

-k\*\\~\§‘~&. _ , | |
. S{and] - #’f

NP VP o aand S

%2 John V. S . . AP[PRD] S/AP
4 said NP vp hot - NP VP/AP o
o N I ‘6/“\<
v Qs V - ¥  AP[PRD] he t
L [ | ‘}
' | . is hot . . 19
r oL . . o : 98 ' T,
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S™2, which does not introduce ‘traces, could not be used to eliminafe the
dependency here since the rules' expanding adjective phrases introduce
lexical items (cf (3.17)). ' '

The ru[es responsible for topicalizations alqo 1nteract with the FOOT
feature WH and our constraint in such a way as to explain the °
ungrammaticality of sentences like (2. laii) and (3.27): S

« 2.1) a. 1ii. *I asked which men there’re in the room.
3.27)%The restaurant in whose cel]ar that wine’s will be the
most popular.

In GKPS, the 1D ruleg which 1ntroduce embedded questions and relatlve
clauses are the following:

3.28) VP -> V[18], S[+Q]
3.29) NP -> NP, S[+R]

-

where Q' is the value WHMOR takes for interrogatives and R the value it ~1
takes for rglatives. [+Q] and (+R] are used as abbreviations for the
features [WH AGR [WHMOR Q)] and [WH- AGR [WHMOR R]] respectively. The
"rules expanding S[+R] .and S[+Q] are the result of instantiating
independent ly needed S expansions with these features by the FPp24,

Thus, since we have the rule in (3.30a) we will also have the rules in
(3.30b):

3.30) a. S -> NP, VP
b. i. S[+Q] -> NP[+Q], VP .
. ii. S[+R] -> NP[+R], VP
Slmllarly, (3.31a) and (3. 323) will legitimate rules like (3.31b) ana
- (3.32b): . _

3.31) 'a. S -> PP, VP[there] /PP
b. i. S(+Q] -> PP[+Q], VP[there)/PP
ii. S[+R] -> PP[+R], VP[there]/PP -
3.32) a. S -> a, S/a ’ '
b. i.? s{+Q] ;
ii.- S[+R]

"

al+Q], S/a
9[+Rk, S/a
. .

Given the rule in (3.32bi), 'the pre-reduction structure for (2. 1911)
would be as follows, where a - NP:

A

3.33) S
/ T~ ~ '
NP v
1 vi1g] - S[+Q) | .
——
asked NP[#Q] _ . '  S/NP
. - '/‘\X e R : .
" ' which men NP[NPF there] VP[NPF there]/NP

. ‘ S _

—
L U

" there  V[NPF there] U PP[PRD]

e I the room




S

Since the unbounded dependency introduced in connect ion with thq NP which
m¢n is eliminated by STM1 a trace is'left. Since this trace has all the
htegory features of an NP, it will be linearized into the position
’ folldwnng the verb are by the LP statements, thus preventing AR from
_applying. Sentences such as (3.27) are blocked for 31mllar reasons, as

we can see from the structure in (3.34):

3.34) , S R
v NP v
/ . \ . v K ~———
! DET N’ N w1ll be the most popuIar
the N’ . S[+R]
' /\‘\ »“,
‘,'\\ ) " ‘ 4
‘restaurant PP[PRD, +R] S/PP
. /_’/\\ . \ .
B o \ .
_ in whose cellar NP VP/PP : .

: s that wine v . t
is
¥

The relative clause expansion used he;;ar; the one given in (3.32bii)
with a - PP. :

Notice, however, that superflvlally similar
and (3.36a) will allow AR to apply since ther

expanded by the rules in (3.30b), as shown i

h :

ntences such as (3.35a)
mbeddpd sentences are
/yfand (3.36b):

o Y 4 ~ :
3.35) a. I asked which men are in the room.
. b. S ' _
. " v . ’ / \\\ "'\
. . - wp VP : ,
‘ - : ,/‘//\ . . . e
-K\\\‘ 1 V(18] : S[+Q] P
. 3 - T T :
- asked NP[+Q] | VP - L
. g which men v PP[PRD]
l i X
are in the room
3.36) a.'éﬁe restaurant whose cellar has contained the best o .3

g, * wine will be the most popular.
. )
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restaurarit  NP[+R] . > VP . . - ' AU
/\ /\ . v ) ey, N
whose cellar '} s " . .

’ |

. ‘ ~has , _'Vd“ C NP[PRD]4 .
( contained the best wine . \

&s

Slnce no unbounded gdgpendericy is introduced (and VP Deletion is-not
invelved) no categories are marked [+NUL] nd the verb is followed in its
own clause by a phonologically non-null element." Therefore,” AR is

. possible. .

Gazdar (1981), however, the one .given in GKPS gﬁIx addresses the .issg

Unlike the earlier analy31s of unbounded dependenc1e$ .presented in
of embedded sentences and relative clauses; no mention is made ofifgsf’;h

~quegtions such as (3. 37)- (3 39): : : "

3.37) Who is Pita?
3.38) EﬁlCh garden is a. statue of Pita?
- 3.3 ich park did Pita say the concert is?

’

In fact, given the assumptlons in GKPS Lt is dlfflcult to see how they X
could account for such sentences in a reasonable and regular way. One - T
problem is that the interrogative feature (+Q] does not distinguish _ o,

‘between complement questions and non~complement questlons and their,

concomitant word order dlfferences We could add a feature. [+ C] (i. é

" complement) to capture this' dlst1nct10n and the feature co- occurrence,
_ restriction:

{aclD [-a W] -

to insure that [-C] questions were 'inverted and [+C] question were : "
[ INV], i.e. (3. 40) but not (3. 41) o ,
a. Who can Pita see?’:
-b. TI.know who Pita w1il see.
3.41) a. *Who Pita can see? _
"b. %I know who will Pita see. , ' .

3.40)
P

" but even this would not give US a completely adequate account of root wh '

questions. This 1s because the FOOT feature [+Q] works the same way as
the FOOT feature SLASH (GKPS, p. 54) and, as such, must be specifically
1ntroduced by an IP rule. Thus, if we wish to take advantage of the
prediction of feapgre instantiation, as we did with relative clauses and
embedded questions, we would have to propose a rule like the fallowing:




" structures
3.43) [ A :
. . 'S[.*.Q' |,_.C] '. 2 ’ -y " )
,-/:\\‘\‘\t [ N . ] .
- , . NP{FQ) e S
C who C Ly 1‘ . NP . -
. | R | S | L
— ST is Pita oL ‘
. ~ . . »
Theres is no . 1ndependent Justlficat1on for the extra S node domlnatlng the N
S(+Q, INV], rather its only reason for existence is to allow us to ) c .o
introduce the [+Q] feature.. : : o
We could, of course, 51mp1y list each of the rules expandlng an S[+Q, T
- —C] separately in the grjhm as shown below: -
b. S[#q, -¢] -> PP(+Q], VP[there]/PP ~ : ,
c. S[+, -C] => a, S[INV]/a :
~ etc. :

~ inversion featureZ6 . Thus, since the grammar yill have ‘the rules

'Recgll that the notation "a/b" is simply ah abbreviation for [CAT’ a
[FOOT [SLASH b]]] and that head daughters are chosen ori the basis of bdr
" level and syntactic category. Since having a value for- SLASH in po way

3.42) .S S[+Q, <]

)

Notloe, however, that ‘this rule'

)

o
-~

. 4
but this would result in a great deal of redundancy in the ID rules and
fails to capture generalizations about the feature system and the
structure of root wh séntences. It would be better- 1f;bhe grammar L
somehow predicted the existence of the Q:les in (3.44)." e
A possible solution to these problems would be to give up GKPS's ; :
stipulation that metarules may only apply to lexical ID rukes and -

introduce rqot wh' question expansions via the followin
3.45) S(+] > H, W S

S -> H[INV],

where the default value for WH. is assumed to be nul}‘\~Ih}a metarule says
that if the gremmar has a rdfle that expands an S[+Q] as a head and its
complements, then the grammar will also have a rule that expands a
regular S in the same way except thet its head will be marked with the -

expanding S[+Q] given in (3. 30b1),<(3 31bi) and (3. 32b1) the gra-mar will ’ . -
also have 'the fules xn (3.46)27 ‘@ ‘ | .
© 3.46) S ~>-NP[+Q], VP[INV] :

b. §> PP[+Q], VP[there,. INV]/PP -
c. 'S ->a, S[INV]/a-~ -~

A

affects.the category or bar level features of & node, ah a/b can qualify

A P
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as the head of a phrase ‘as long as the other criteria are met. Thus the
in (8.46b) .and the S in .(3.46¢) w1}3 be ussigned the inversion .feature
y}(S 45) desplte the fact that they are slashed vategorles (i.e. a
slashed VP is still a VP, etc.). K
The rule in (3.46¢) will interact with the output of Lhe SubJPCt
Auxiliary Inver81on (SAT) metarule,’ shown" below to produce sentences-
like (3. 39) ' '

B

’

3.47) "SAI Metarule . _
VP (FIN, AUX] J—I> V, VP[PRD, a] .

. S[INV] -5 V[FIN, AUX], S[&]

The SA] metarule says that if the grammar contains an ID rule expanding a .
finite verb phrdse as an audiliary verb and its VP complement, then the .
grammar also has a rule expanding an S with the inversion feature as a '
finite auxiliary verb ‘and agp S with the same subcategorlzatlon features

as the. VP complement of the auxiliary ip the input rule. “Thus, the -

structure for a sentence like (3.39) would be as in (3.48), where a in - '
(3:46c) takes the value PP: : '

'3.48) . - s S , S
| PP[+Q] = S(INV]/PP \
. //\‘ . _//\\ \ e
: : ., in which park V[FIN, AUX] S/PP
; | o PV
: : did, -~ VP/PP .o ,
V' . . . R ) I ‘ // \ N
: ' Pyta y~‘ S/PP '
- SR _ « - R T T S 3
’ : say NP _ VP/PP T -
‘ - the concert V - .t \
.‘ ! 7 . < . ’ l L * ) 0
’ . , is . - . ."
‘ » : . ;'
N ” oo T

Since-we are assuming that unless otherwise specified no value for-

the interrogative feature is assigned, we do not need to worry about
-1ntroducing the nodes which expand as root wh questions in other ID

rules, as we did with embedded questions. Also, if we assume that the
‘default value for the feature [INV] is negative, we can insure that
embedded questions like (3.41b) can not be generated (alternately we
could specify the value [~INV] ir the rule that introduces: embedded
questions itself, i.e. (3.28)),

" . As shown above, the rule in (3. 45) also assigns the [INV] feature to -
the VP’s_in (3.46a,b). Byrthe HFC this feature will be passed on to the,
V's these VP’s .domiphte to produce structures like (3.49):

t

L 3)

"



3.49) a. "
NP[lEU
, .
who
had (O ,'S
. /0
-PP[+Q] -~
‘ /_/ ’ R s .
) ;. -in which garden  .V[there, INV] "Np . . t'. T Tt
I o _ : is . a'statue of Pila : o,

Th1s would be flne except for the feature co— occurrence restrlction
proposed in Gazdar, Pullym, and Sag (1981) shown_ below L.
350) (INV] - [AUX, FIN] S S
/ . ’ N » -
(3.50) says that if somethlng has the feature [INV], then 1t w111 alse be

. an aux111ary and ‘be finite. Given this restrmct1on we would ‘not be able

to produce a sentence like (3. 51) , - .

- 3.61) .Who loves Plta? . , .

since loves fs not an aux111ary Thls FCR was Qroposed to prevent
sentences like (3. 52) from belng 1eg1t1ﬁ1zed by ‘the SAI metarule

3.52) *Loves Pita to s1ng9 : ' .‘ o o- .

If, however, we formulate the SAI metarule a8 in (3. 47), with the

features [AUX] and [FIN] specifically.stated on the verb, sehtences 11ke_
(3.52) will be blocked -and the FCR in (3 50) made superfluous. Thus we'’

~ ¢an dispense with (3.50) witheut mak;ng false predlctions29 .

Nor will allowing the feature [INV] to sometlmes .appear on V's that

don’t begin a sentence inferfere with the. treatment of morphological
_qrregular1t1es.such as the follow1ng

P
-

a. *I ami’t going. o . .
, . b. *Amn’t I going? A S B .
- ' c. *I-aren’t going. ' "
‘ 'd.* Aren’t I going° ' ’

As Gazdar,: Pullum and Sag ob rve (p. 31),_thls paradlgm can he accounted
for s1mply by st1pulat1ng in/the lexicon that the first person singular '
preésent tense .copula has ho/ [-INV, +n’t] form and that its [+INV, +n’t}
form is aren’t. Since the only t1me that V’s that don’t begin a sentence -
are marked as as being inverted is in connection with wh words or phrases,
and since wh words and phrasea are alwgys'\t third person never first

person, this ' lexical restriction will not be affected and we will not

incorrectly pred1ct that sentences like (3 Bdc) are grqpnat1¢al
\ -

TRy

v . S i
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This dndlYSLb of root dh QUPStlonS lq &4%0 gqnglzyé;t with the’fécls
qurroundlng the application” of AR. Thus,\gn the l'ibérul dialect, the-
.Sentences In (3.37) and (3.38) w111.alldh :eductxon sipce in: 9auh case
the aux11|ary verb is immédiately’ followed in 1ts constituent - by a -.
. phono]ongalqy nop-null elément, as.we can see’ from the structures in
T . 49a) and (3.49b) respectlvoly A sentcn(g like (? 39), however, will.,
. dot*permlt AR ginfe the auqulary precedes a trace element, as shown in
4 . (3.48). Similarly, both the. sentences- in (3.54) will allow AR since Lhey
" are assigned the vorreszyndlng structuxes in (3 55)

_ 1
l}"' 3.54) a. Which dog is eating? '
2 A b. Which dog is he eating?
: 3.56) a. - . 8 Co

Lo, o w0 T

which dog * V. VP

ki
/\.

7" . i
‘» \ . . |

; . o R ) eating
-_aA(//) b, _ ; S . - -

NP[+Q] : o S[IN!]/NP

which dox 2 A S/NP
- o : |- /////ﬁ\\\\\ :
- : is NP~ . VP/NP.~
— . : ) he . V. t
. I !
ecating |

-~ . . . v

The meortance of the difference between these two structures will become
apparent 1n th\»followlng section. _ i

3. 4 1 Conservatlve Dialects. ' _

" While the constraint on ARgiveén at the beginning. of section 3.3
correctly predicts the facts about the dialect -described’ there, other
dialects are not quite as "liberal”,with regard to where they permit
reduction to occur. The dlalecﬁ described in Kaisse (1981), for example,

v -differs from more liberal dialects in that it does not allow reductlon in
o sentences' such as the followxng, repeated here from section two:

' 3.56) Not only’s Louis smart,. he’s also a var91ty rower.
3.57) On which day’s John 1eav1ng’ _
3.58) 'a. Speaking tonight’s a famous reporter.
- b. Speaking tonight’s been a famous reéporter.
3.59) Under this slab’s burled Joan of Arc. '« :

Since such sentences are perfectly acLeptable in- the more liberal
dialect, their ungrammatlcallty heré¢ cannot be the result of

N

phenolog1cally nuLl elements.being pbaltioned after’ the auxxllary. Thete

-

[
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where the'"preposing is achieved by the familiar rules for

~ | “-02 . . o S

must, therefore, be some other type of constraint at work in these -*'

, cases. TIn order to determine what thls .constraint would he,‘let us

briefly consider the structures such sentenceq could be asalgned in GPSG
and what - they have ,in common.

~ Sentences 51mllar to (3.57) have alroady been dlscussed in (onneotlon,|
.with root wh questions;. given the rule in (3.46c), (3.57) would be

assigned a.structure very much like the one in (3.55b) above:

3.60) . s ’ ) - .

. /\ . - .

: PP[+Q] S[INV]/PP .
, . M /\ /\
_ - on which day V ) S/PP .

is NP VP/PP o

| BN . .
John v t
" leaving - . - 2 .

The rest of the sentences listed above, hqaéver, have not (to my
knowledge) ‘been previously addressed’ w1th)n the GPSG framework. .
The analysis of sentences like (3.56) in GPSG, as we shall see, is
fairly straightforward. Kaisse, following Emonds -(1976), analyses such
sentences as being derived from the deep structure in (3. 61) by Negative
Prep031ng and SAI: :

A3

3.61) Louis is not only smart, he’s also a var§ity rower.

adverb phrase, the .corresponding GPSG strscture would be follows .('
' 3.62). § s -
.
\ AdVP 'S[INV]/AdVP - .- - ' ..
not only V{INV] 'S/AdvP "
. - |
) b g NP" - . VP/AdVP
B |
, - John t~ . AP[PRD]
. _ , | ~|
_ ) o ) , . smart,
' .

‘topicalization. The inverted word order can be §uaranteed by means of a

FCR on slash introductions such as the following30: - ~f . R

[SLASH a[+Neg] ] :3 [INV]

conditions on AR outlined In the preceding section; thliis, .its abi

"Notice that the auxiliary in this sentence does indeed meet the /“} )j,
li
reduce in the liberal ‘dialect is explained.

N
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f:l( . The analyses of sentences like (3.58): and (3. 59), however, .are a blt
S moro involved. On a transformatxonal analysis (3.58a) would be asSLgned
the deep structure-given in (3 63)

3.63) A’ famous repqrter is speaklng tonight.

(3 08a) would then be - derived by app1y1ng a preposing rule to the

participal phrase thus:triggering a type of inversion. This inversion

differs.from SAI, whech is responsible for sentences like (3.56) and

(3.57), in that it applies to what remains of the pred1cate after

preposlng rather than just the first . auxiliary verb, as we can see from

(%758b).  Notice, however, that not all sentences w1th preposed
participal phrases allow this inversion:: : - :

]

‘ 3.64) a. Mary saw the mayor holdlng his breath and countlng
: ' his ballots. . ‘
b. Holding his breath and countlng.hls ballots Mary saw

the mayor.
¢. %¥Holding his breath and countlng his ballots saw
- . " Mary the mayor
a ' \Nor_are participles the only preposed phrases which do trigger it: - i
‘_' 3.65) a. Snowflakes of all shapes and sizes had fallen from\
- - the sky. : '
b. From the sky had fallen snowflakes of all shapes
and sizes. .

Since, in transformational terms, preposing the complement of some
verbs can result in this type of inversion while preposxng the complement
of* other verbs does not, a metarule to produce such structures in GPSG

". would neged to refer to the verb which subcategorizes for the fopicalized
! phrase in order to determine whether the metarule is applicable. The
//// problem is that this verb need not be the matrix verb, it can be preceded
structurally’ by -(other) auxiliaries. Since the inverted order, when
. allowed, involves the subject and the remnants-of its verbal complement
'such a metarule would 1) need to refer to a varying number of levels and
"~ 2) need to refer to more than two levels of structure. Metarules in
" GPSG, however, are not permitted to do either of these. Furthermore, if
this rule could be written a sentences like (3.58a) would have a trace
1mmed1ately following the be and thus would be predicted not to undergo
AR in the liberal dialect; this is, as we have seen, not a correct
predictiom. .There is, however, an alternative to the metarule approach
which not, only accounts for the "inverted" wokd order, 1t also makes the
correct predictiébns about the p031t10n1ng of $races.

. First of all, notice that verbs like be fall (but not saw) have
something in common other.than the fact that when their complements are
topicalized this inverted' order is found: both be and fall alloy
existentinl] subjects. Thus, alongside sentences like. (3 56) and (3.65)
we find sentences like:

4 3.66) There is a famous reporter speaklng tonlght
. 3.67) There had fallen from the sky snowflakes of all shapes
and sizes. -

N a ' 1107
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Since thp matrlx VP’s in Lhese sentences catry the feature [NPF there] in

" agreement. with their subjects, (3.67) can have unbounded dependenoles

Lntxoduced hy,the [D rule in (3.10):.

;10’ > PP, P[there]/PP T '.

I "

Thus, the sentence in (3.65b) Aco'uld 'be assigned the st}& \ ' o
. ﬁ.gg) ' . S - : 3 v LR

- '\ . .
R}Qx "~ VP[there]/PP ' .

/ . -,._ ,//\ .

from the 519 V{there] VP[there]/PP '

l :

had'; V(there] t ‘(;///NP

falfeﬁ ;. snowflakes of all
' shapes and sizes

r by generalizing the rule
» yielding structures such as:
P '

i Sentenges like (3 58). can be accounted
‘in (3 10) so as: to apply tw VP[PRD] as we

3.69) a. . |
e /vf’% o . VP[there]/VP
| . '. speaking tonight V[there]
\ . o | . . ~“’ ‘=:%,/;;s reporler
b. Y L
.o . VP[PRP] " ‘ -VP[there]/VP
speakipg:toﬁight' V[théré]- -‘: : VP[there]/VP )
7 . o __ _ 'Hth_ i 'V[tﬁeré] _.1:NP' ' L£ :
' ' ¢ ), | - :- »% }i. f;ﬁeLﬁ ;;ig;;;;w:;g;;%;;

- constituent by a phonologically non-null element. us this analys1s,
unlike the.-transformational.one outlined above, w11 allow ‘AR to appiy
hegp in liberal- dlalects T
L A 31mllar analys1é can be ‘proposed “for sentences 11ke (3 59) Since
there will bé ID- rules!-in the~grammar llcenslng the occurrence of '
" ‘sehtences’ llke Loy u'-'nﬂ( fﬂ'u;_a- . _ o |
_ 3 70) There as §urled under this slab Joan of A:b\\‘{ Lo
D hl X ‘:'( : " . . »~
\ 'then, glvon the fhlp in (3 IQb)k sentences like: . (3 59) will also be
; admltted_ A likely structure‘fbr such a sentence 1agglven in (3. 71) 31,

. ¢
Notice that in each case the initial- au&llxary verb{;s followed in .its
h

x\s. g \_‘

.
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. | 3.71) 4 ¢ s T T -
" o T 'o T . ;/\t—(\_ . ‘ ‘
T ) % - " PP To. T VP[there] /PP _
g T T |
under this slab V(there] VP[PAS]/PP‘ J;////y
L - b \\\T:;_ e

'is : V[PAS] . t Joan of -Arc

S~ | .
) buried "

i * ' * N

Again, reduction is-pnedicted e;;h;;:;;\in liberal .dialects.

The question then is: - given the analyses and Judgments presented
above, how can the constraint of AR-found in this conservative di
steted° Since al} of the AR gentences that are bad in the liber
. dialect are also bad in the conservative dialect, the conditio
“materjal following the auxiliary will be needed in both. In orfer to
account for the sentences presented in this section, however, '
. ¢ conservative dialect will also need a means of restricting the .
oV elements that can serve as host to the cliticization. The constraint
- proppsed by Kaisse (1983b), recall, restricted the host to NP’s which :
c-command the auxiliary. Due to the different structures assigned by our
frameworks, her restriction cannot be carried over into this work since
it would fail to distinguish between sentences like (3. 54a) and (3. 54b).
As Wwe can. see from thé structures in (3:55), in both sentences xhb
euxil1ery is ¢-commanded by the potentlef host and followed by a
. ° _ phonologically non-null element, yet in Kaisae's dialect only (3.54a) °
~ allows AR. The correct predlctidns are -ade, however, if we instead
* " require the NP'xos; to be commanded by t,he auxiliary. “This in effect
prevents an auxiliary in this dialect from attaching outside of its own S
and, in addition to blocking AR in sentences like (3.54b), ties in very
_nicely with Kaisse’ §'later observet1ona about reduced auxiliaries and 2P
clitics (Kaisse (1983b)) B
This analysis is superior to e1ther of the ones proposed by Ke1ase in
that it not only accounts for thée relevant grammaticality judgments in
both liberal and conservatjve, dialects, Hut does so with & related set of
rules rather than entirely separate pnes. As a resalt the underlying '
. . 31l1lar1ty of the two dielectq is highlighted. QFurthernore, all of this
/, is done without reference to global rules, multiple levels ‘of structure - )
- . .or/trensfor-etlons——extréhely; oﬂerful devlces which are n1lp1y not _ '
needed in a GPSG syntax. Pinﬁlly, this approech has the pdded benefit of -
giving insights into Judgnenti in the connervative dialeﬁf‘that Kaisse
. herself could not explain. . » -. _ N
. Y Kaisse (1983a) notes (p.- 109), that ao-e speakers do not find
. .!"  inversion - sentences with preposed PP™ such as (3.59) as bad as inversion’ \
. sentences with preposed participles (of (3. 58)), a fact that she
attributes to the relative NP*nesn f the two type- of phrases. If,
o however, the greater degree of. acceptability found with sentences like
b (3.59) is a result of the NP-ne 8 of “‘the PP host, we would also expect
sentences like (3.57) to be rel tively more acceptable as well, since
they also have PP hosts. Such: i apparently not the case in the-e
"dialects. ‘Nor can Kaisse rely on the difference in following context to
-differentiate the two senténce typel since sentences like (3.72) receive
aililar Judcnento (Kaisse (1983e), p. 109) '/ : .

ERIC . I TR o
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’ i’72) ?Im?éicit in your statement’s the idea that men are
¢ a

in

-

rior. r _ ) o

A" GPSG synta® however, pro&ides a straighforward explanation of this
difference in host statlus: the PP in (3.57), as we can see from (3.60),
fails the condition on hosts on two counts 1) it is not an NP and 2) it
is not commanded by the auxiliary seeking to reduce. The PP in. (3,59),
on the other hand, is commdnded by the reducing auxiliary (cf (3.71)). «
Thus if thg NP host condition isirelaxed for the speakers in question so
as to include PP’s, there would be nothing to prevent the auxiliary in
(3.59) (or (3.72)) om reducing while AR in (3.57) would still be
blocked on structural grounds. No such structural distinction botwecn PP
hosts is possible in’Kaisse’s analyfis, howevet, since in her theory all

Zyposed material is imserted into COMP:

3.73)  a. S’ ¢ | .- )
P" AUX : _V’ N"
under this slab is 3 buried Joan of Arc

N . S ' J .
b. S’ - g ) .

. coﬁ?zl/z/zr*x\ﬁﬁ\\\“ :
) | ’/,»*”I'\‘*x‘&\

p" AUX N" '
“on which d$ is John  leaving '

»

;

Since the structures in (3.73) are completely analogous (except for Lhe
different status of the material following. AUX which, as we’ve seen,
cannot be the cause of ' the grammaticality distinction) no competlng
explanatlon of these facts is available.

3.5 &C_in GPSG.

As was the case with AR the syntactic conditions governing the
application of CC are relatively easy to state assuming we use a GPSG
syntax. Within the majority dialect this condition is as follows:
coptraction is possible only if the node ifitroducing the trigger verb32
is the aunt of the node introducing to and they are linearly adjacent. .
Put more simply, contraction is only possible in structures such as Lhe
' followin .

3.74) VP , .
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Such a definition entails that in order for CC to take place the
trlggerlng verb must e-command the to. Thus, sentences such as (2.6¢)
and (2.7b), repeated below, are ungtammatlcal since in these cases want
doos not. (~(0mmand to:

2.6) Kt seems 11ke to wanna regret what one does not have.
2.7) xt don’t want anyone who continues to wanna stop wanting.

. This condition also provxdes an account of the amblgultchonstraqts
found between pairs like the folloWLng .
. : 4 ' "
3.75) . Teddy, I want to succeed. ‘
| X 3.76) Teddy, I wanna succeed.
The sentence in (3.75) could involve either topicalization from object
. position in the main clause or topicalization from object position in the
(; - ecmbedded clause; since (3.75) has two possible structures it also has two
possible inteérpretAtions. The sentence in (3.76), on the ther hand, has
nly one interpretition since only one of the structures 3381gned to
(3.75) satisfies the conditions on CC. . The structures assigned to (3.75) -
- are shown below '

3.77) a. ' S

NP S/NP !
_ - Teddy NP - VP/NP
o o , . I v t VP ’
. . , |. (/A\\.
want - . - 1 VP
. l ¢
“to WV
¢ a . B o . succeed
b ' g S
NF////’f//_' S/NP
\ | /\ (]
Teddy NP - VP/NP N
. O
. - ? 1. v VP/NP v
- N
° want v VP/NP
AN
to vV ™
-/ | ' o succeed

Though the trigger gant is the aunt of to in (3.77a) CC is not possxble
since want does not immediately precede to, there is a trace
-intervening. .In (3_77b), however, there is no such intervening trace .and

111 R '
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CC is indeed possible. Thus.the sentence in (3.75) has the same ,
\ : interpretation as the versiohn q. the unreduced sentence in which the d
' object in the embedded clause is what is topicalized, i.e. the I want to #
succeed’ Teddy reading.
Given the analysis of root wh questions discussed in the precedlng
section, a similar treatment is available for sentences like (2.24b) and
(2.25b). The structures correspohdipg to these sentences are shown/in

(3.78):
3.78)  a. . | S S .
o NP(+Q] - S[INV]/NP
who  V[INV] Y7
do NP - VP/NP
you v ~ VP/NP
want ~ V VP /NP
g | ///\\\\
to T t
ﬂ " kiss
' | b. Sy,
N NP[+Q] S[INV]/NP
who  V[INV] " §/NP
do NP VP/NP

l e X\\\&\
//”\\\\ -
| //’\\\

to T ' r

kiss you

"

Since the verb want in (3.78a) immediately precedes to and is also its '
aunt CC is possible and, thus (2.24b) is grammatical. CC is blocked for
(2.25b), however, because of the intervening trace shown «in (3.78b). * -
Notice that unlike recent transformational acceunts, there is no need to
distinguish here between different types of traces (i.e. case marked
_ versus non-case marked) since the rules responsible for wh sentences do.

not reapply for each S (i.e. are- not successxve cyclic) and thus do not
overgenerate null elements. .

- All of the cases of unbounded depcndency diS(ussed thus far have

' involved structures in which an element which shares the category value-s

of the SLASH feature is linearized to the left of the category that bears
this feature. English, however, also nllows sentences with rightward

e | o e
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dependencies, an example of such a sentence being tNe one in (3.79b) in
"which an object NP is shifted to the end of its verb phrnso;
. . ~—— ' -4
3.79) a. 1 want all of the students who failed the exam to
report to my office. ‘
b. I want to report to my office all of the students who
failed the exam.

Another possible treatment of sentences Iike‘(3«79) would be to allow the
LP statements to fail to order objects and complements with respect to
one(ﬁndther if the object is "heavy". Since heavy objects and
complements would not be ordered, bdth (3.79a) and (3.79b) would bi’
admissable linearizations of the verb phrase ID rule. There are, .
however, a number of arguments against thismalternate ahalysis.

Aside from weakening the theory by allowing LP statements more power,
a linearization analysis would remoye the structural basis for the
characteristic intonation pattern of rightward dependencies. More
importantly, however, sentences like (3.80) could not be accounted for
straight forwardly: :

3.80) I want tofreport to my office and-will speak to
personally all of the studénts who failed the exam.

If sentences like (3.79b) are produced via linearized ID rules such as VP
-> V VP NP, the verb want and the VP to reportito my office would not
form their own constituent. Thus, we would not gxpect them to operate as
~a unit for the purposes of conjunction, as they Bo in (3. '80).. If,
however, what we have here is a rightward dependency, sentences like
(3.80) can be produced; they simply involve the conJunctloh of two
VP/NP's, want to _report to my*offlce and will speak to personally. One
could of course claim that (3.79b) and (3. 80) are produced by different
means, (3.79b) via linearization and (3.80) with a rightward dependency
rule, but such a move unnecessarily complicates ‘the grammar since
‘rightward dependency alone is sufficient to account for both.

A further argument against a linearization analy81s is provided by
sentences: in which the obJect appears to have been shifted outside of its
VP:

3;81)' I wanted to report to my office-ydsterday all the
students who failed the exam.

On the interpretation where ¢jit was yesterday that I wanted X to happen,
the adverb yesterday will bel modifying the entire sentence. We will
therefore have an ID rule like S -> S, Adv. Since the NP object in
(3.81) is outside of the senflential adverb, it must also be outside of
its own VP. Thus a linearizetion analysis cannot account for the clause
- order in (3.81) under this imterpretation.

Given that séntences such as (3.79b) involve dependen01es, the rules
we have discussed thus far will provide atructures like the follow1ng,
assuning the correct linearization prlnciple

L4
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7. S‘ . .
. L T
: ' S/NP J NP
.\ _ .
NP VP/NP all of the students who faliled the exam

| N
I v )g t VP

want to report to my office _T

Since the 1P etetements will place the trace of the object NP between the .

want and to of the matrix VP this analysis’ correctly predicts that
sentences like (3.79b) will not allow CC:

)
3.83) *I wanna report to my office all of the students who
failed the exam. : -

This analysis of CC also predicts the ‘allure of contraction 1n .
sentences wlth conjoined verbs such as (2.98), repeated below:

2.9) a. I don’t need or want to hear about it. o

The structure assigned to such a sentence is shown in (3.84):
_ , . .

3.84) *' - .

doA’t t ’/’f”’ﬂ”\\\\\~\\“ |
//’\\~\ ;,//"\*\\\\

vV - V[or] v VP

. L ) » need or V to hear a out 1
. oo .Lt. A\ |

Since the V doginating want does not c-command the to, it is ot its aunt
and contraction is hot possible thére. Nor can contraction epplg at the
next higher level since that V does not introduce a trigger verb3d
Since we are assuming that CC is not a syntactic rule we.need not‘worry
" about possible ordering paradoxes between ID ru{es and/or
metarules36, :
A similar treat-ent is possible for sentences like (2.8a) in which

verb phrases are conJoined ‘

2.8) a. I want to dance and to sing. X o




PV

to '} v + WP
. dance -— :_'to Vv

i I ‘ . , R
~ Since the node dominating want is not the aunt of the node dominating the
(first) to in this structure, CC is blocked.- Thus sentences like (2.8b)

are correctly predicted to be ungrammatical: . . %.1

2.8) b. %I wanna'dance and to sing.

Notice, however, that a sentence like (3.86a) will allow redu Lbn
since the structure it is a851gned meets all the necessary requlrghfﬁts

3.86) a. .1 wanf“io dance and slng

' b. S -
NP v .
- PN .
1 v )
f /\ n
want v G YP-
to - v =
/\
‘ V.. “¥[and]
! | “’ . /\
dance. © and 'Y
" _. .
Dy 'sing

/"'
‘Th s the analynis presented above correctly handles the entire range of
co traction and conjunctien facta

_3 5.1 Liberal dialects. ~
Like AR, judgments about CC are subject to variation from dialect to
' L dialect. Unfortunately the scope.of this variation is not quite as well
' ‘locunented as with AR, thus making generalizatioms difficult.  Some
: speakers seem to be more "liberal" than most with regard to CC in that
o the presence of trace between a to and its aunt does not block
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. -contraction. Such speakers find sentences such as (3. 87) perfectly
ac %3, able .(though perhaps marked as very 1nformal) S

87) Who do you wanna klss you?

" Whether traces in such dialects behave differently with respect to AR as
well has not, to my knowledge, ever been discussed; thus there is no way
of telling whether the transparency in (3.87) is a fact about traces in
general in these dialects or 81mply a fact about CC.

If- the latter is the case then we need only change the condition o
CC to something like the following: CC is possible in a configuration
XYZ iff X is the aynt. of Z and Y is phonologically null. Since the
function of rules like CC and AR seems to be to make phonological units
out of syntactically distinct items, it does not seem unreasonable that
in some dialects the syntactic aspect would be the deciding factor in
contraction while in others the phonological aspect would. Thus the two
dialects differ only in minor details. ’

"- If, on the other hand, this transparenc a fact about traces as a
whole for. these speakers we have two ez’fﬁ'z’*‘we could either modify -
both AR and CC so as to allow traces i the relevant sites, or we could
_adopt a position for these dialects ohly similar to the one taken in GKPS
and fail to have S™] introduce traces. which view of traces is correct

and which modification of the theory is preferred is- an empirical
questlon in need of further research. . P

3.6 Orderlngiof AR and CC.
- In section one T presented arguments agalnst a norphologlcal or
phonological treatment of AR and CC as well as several preliminary
arguments against analyzing either one as a syntactic rule. These latter
arguments revolved around the. fact that neither AR nor CC interacts
crucially with any other syntact1c rule and the fact that rules like AR
and. CC have very different functions than syntactic rules The view of
grammatlcal organization that I adopted there was one in which rules like
‘AR and CC were contained in a separate conponent of the grammar reserved
for cliticizations. While this type: of - highly constrained non-syntactic
treatment of cliticization is cpnsistent with most transformational
- analyses of AR and cCc, it is in no way predicted by them.. K As,we shall
see, a non—-syntac¢tic treatment is not onlyAInslstent with the GPSG

system, it is actually required by it.

Consider first of all the type of statement a rule 1
require if it were part of a GPSG syntax. As we saw i
in the liberal dialect is possible in many different
different elements — NP’'s, AdvP’s, VP’s etc. Thus e no
general way of specifying what the result of cliticizatlo
" like. This plus the fact that rules in GPSG can in general only refer to
- two levels of structure at & time means that each of the eligible
structures, if characterizable at all, would require a separate rule.

This in turn suggests the p0331b111ty of dialects which contain some of
these rules but not others, or which contain some rules with quite
different constraints. Thus it would be logically possible for a dialect
to have rules which allow AR in some cases only if the auxiliary is not
followed by a !bonologlcally non-null item and'in other cases only if it
is. The factgfhat the actual rules for AR in the dialects studied thus

far all share the sane’conatraint on following context would.be treated X
-\

would -’
(3.4), AR




as accidental. Since this - is obv10usly not. a desirable predictliog/we
~need some prlngnplod way of excluding this possiblility:

. A second and even ‘more damdgghg problem for s syntactic treftment of
AR and CC ®n GPSG hinges on the fact that PS rutes act as node
adm1551b111ty conditions. Given this interpretation, it makes no sense
“to talk about derivations or ordered rolatlonqhqu among PS rules. Thus,

a phrase is well formed if there 'is a PS rule for that phrase which
allows the node it expands to dominate the categories it does in the
proper order. This means that if AR or CC were syntactic rules the
categories they introduced could be'assigned structures by other rules in
"such a way. as to place an undesirable element in the relevant position.

In other words, there would be no way of~ preventlng Sfuture instantiations
‘of rules (whether basic or formed by metarule) from v1olat1ng the

'_ conditNons on ¢liticization.

For example, since clltlcq do not change the qyntact1< category of . |
what they attach to, if a sentence dike (3.87b) was formed on the basis
of a sentence like (3.87a) thglresultlng ‘form wanna wqyld still be a verb.

3;87) a. I want to leave. g w _
" 'b. I wanna leave. . . o ]

As such there would be no straightforward way of preventing this verb:

from being expanded by the conjunction rules responsible for sentences '
like (3.86). This would result in the generatlon of ungrammatlcal
sentenges such as (2.9b):

2.9) b. xI don’t need or'wanna‘heaf about it.

Simjlarly, if a sentence like (3.88a) could be foriéd by the PS rules
then a sentence like (3.88b) could also be formed by freely instantiating
the rules responsible for (3.88a) with the feature [NUL]:

3.88) a. I am to leave and Plta s to leave also.
b. XI am to leave and Pitas's also.

We encounter the same type of difficulty w1th unbounded dependenc1es as
well. . . »

In order to maintain a syntactic analysi$ of AR and CC we ﬂld have
to give up The view that PS rules are unordered as well as the idea that.

PS rules are node admissibility conditions, both of which are fundamental :
assumptions in GPSG. As a result we would be left with a less ‘
restrictive and much weaker theory. If we wish to preserve the theory as '
it is, we are forced to treat cliticizations as something distinct from
syntax. The facts in a GPSG approach could not be otherwise without

" seriously altering its underlying claims. Thus we see that a theory of

grammatical organization that has been - argued for on independent grounds

by nany others falls out automatlcally if we employ a 4PSG syntax

’~




. stringent restrlctjons on AR than others. These usually refer to the

4

114‘..-

‘. \y ) : . “ 'F()Ot.tli)tes." > . . ST . »
> L &
*T would 11ke to ‘thank a number of people for thelr Comménts on
various versions. of this work. [They are (in no partlvular ozder) _ David
Dowty, Arnold Zwicky, Mike Geis, Brian Joseph, Rob Fox, Greg Ntump and
the members of Dowty’s 19 eminar on phrase stucture grammars. Any
remaiﬁing errors’ are, of_gggfee, my mother’s fault, I would also like to.
thank KarenfGoldSan and I oto for kindly not finishing their theses -
' - before I finished mine. JErHard seenys-to think that he too deserves.
5QT/? special méntion.l o . . A o

L. Among others ' Zw1cky (1977), Klavans (1980), Zw10ky (1982),
ZW1cky,and PuIlum (1982), Kgisge (1983a, b), and Pullum and Zw1eky
(for .omlng)

. S

2; "As. developed in Gazdar (198I 1982), Gazdar, Pullum and Sag -
(19§2), Gazdar and Pullum (1981) Gazdar, Klein, Pullum and Sag (LSBZ),,#"“‘ L —_—

g 3. lklavans (1979) claims that another such distinc tion is that . ,

liti¢s aTways attach outside of any inflectional endings the host may : ‘ )
have, "arguing- that apparent cases of endoclisis mentioned in ?w1cky

\ (1977) actually result from the clitic 1tse1f bearing sufflxes Lo

['S
q. Perlmutter (1970), George and Toman (1976) Klavans (1980) .
L b s
5, Klavans argues that classical Greek prov1des examples of (1. 7b)
with so- -called ' stranded proclltlcs such as ou in (i):
i. pos gar ou? . .
"for why not". B
Howeoer, as Klavans herself p01nts out (p. 144) due to pre--pausal
stress rules there is no way. to tell if the "clitic" is truly attached to
the following sentence. Since the element does have stress and does .
stand on its own, it is worth questlonlng in what sense it is a bound
dependent in such sentences. :

.

I

6. It should be noted that certain personsrand tenses of these
auxiliary verbs cliticize more-freely than others. For the most part I.
will restrict myself to the forms is and has when dlscusslng AR since
they reduce most redzlly. ‘In addition certain phonological
considerations seem to dlscourage (though do not render impossible) AR. )
For a more complete discussion of the morphological and phonologlcal St
‘factors 1nvolved in AR see Kaisse (1983a).

7. It should be pointed out tha\‘some dialects of English have more

syntactic category of the phrase contaihing the host rather than t
. category of thé Word actually receiving the clitic. Therefore, e%;ﬁ in
conservatlve dialects, a variety of elements can serve as host.
8. - An exhaustlve.list being: aspectual £o, aspectual used,
4 necessitative got, necessitative have, -ought, suppose, and want in the
- sense of desire (rather than lack). - . _ ~

. 9. The fact that the'ﬁ;z]/[iz] forms appear, at first élance, to
have a wider distrlbution.with reduced is/has than with the plural third
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sentences like:

_Note, however, that Postal and Pullum (1978) claim that a few speakers do

approach’ adopted in some the most recent GPSG artlc]es.

-1 \ . -
. * ~ N - : . ¥

person or possessive may simply be a result of there being phonological
reduction rules with this output as well. Thus we have to distinguish
between the two sources for ‘thgse form In fact, in my own speech I
prefer the voweiijfs alternate to the i;z]/[iz] forms: at slow rates

.i.. John is going. : Co-
. ‘e .
_11. Pete is going.

At faster rztés [az]/[iz] is accébtable,-'
occuk 1n po

good

i. ?Never’s he to darken my door again.
t , )

-vthlnk this is because preposing with never is extremely stilted for me
e

n without cliticization. Thus I would di: disagree with Kaisse’s claim \
that there are no stylistic effects whatsoever involved in AR.

12. A possiblq response to this criticism_would be -that for purposes
of AR the gap left by subject Wh-Movement "counts'" as the first %

‘constituent in the sentence. Thus the: reduced auxlllary in*(2.22) and

(2 3a,b) would still be a 2P clitic. However, such’ an, apalysis could not
give a natural account of the presence of voicing 8851mllatlon in (2.22)
or (2.3a) and would also reintroduce the notion of ' gap into Kaisse’s
analysis, something she had argued. is not necessary. '

13. " This is not entirely clear from her artirle

14, For a fuller discussion of fhe drazpacks to Qelklrk s analy51s

- see Pullum and Zw1cky (farthcoming) and worKs cited therein.

“15. This observatlon is due to Schmerllng (unpublished manuscrlpr”"

accept sentences like (2.34b) (the one example they cite is Terry
Langendoen), though they admit that they themselvds find these sentencqs
ill-formed. 1 am not aware of any other speakers who accept such
sentences. y ¢ - ’ , - s

16. Sag and Kleln also point out that rule numbers can be eliminated
entirely in.favor of indices on lexical categories. Furthermore, if you
assume that metarules only.apply to ID rules that ‘introduce lexical
categories &nd that numerical indices are contained in the feature
matrices of lexical categories, then the claim that these indices are
preserved under metarule gpplication follows automatically. This is.the.

i

17. See Gazdar and Pullum (1982) for a m{ne conplete descriptmn’of
the}GPSG feature system. v .
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18. In order }o assure flnlteneqs of the set of categories no
feature is allowed to take 1tself as a coefflclent (Gazdar and Pullum
(1982)). - _ =

f

e

19: FOOT fealures are sometimes referred to ay "binding features" as
well. . o ' e ) ’
- ¥

20. Some versions of ¥PSG make' use of a metagrammytical placeholder
H,, where 0 <= n <= 3, to represent theé head\daughter in an ID rule. The
HEC insures the iden®ity of features between M, and its ; de. o
azdar\and Pullum.(1981) point. out several advantages to thls defi 1t10P
Jof head: .1) it allows the HFC ta operate more generally in that i%
responsible for all feature identity between mother and head daughte;’
rather than just some of”it, 2) the notion H simplifies the ‘analysis
‘word -compounds in English eliminating the need for parochial definitidgs
of head in such cases and 3) H allows generalizations. about English woyd
order to be captured easily and without redundancies by the LP

statements. For more details on-the use of “H" see Gazdar an u
(1981, 1982). : _ - . ;

—

21. This formulation of VP Deletion is slightly different from the
one given in Gazdar, Pullum and Sag (1981) but more iw keeping with the
curtrent apptoa(h'to features. -Since traces must retain their other -
category features there seems to be no need to have the trace dominated
_ by VP[+NUL{ as in earlier works. )

22. ThlS rule dlffers from the one given in GKPS. in that y(//
oxpllcltly includes a traoe element in its output

- 23."  In some current versions of GPSG thls agreement is predicted by
the Control Agreement Pringiple which says, simply, that verbs; agree with
“their controllers. .For m%!e detalls see Klein and Sag (1982) Lnd Gazdar
"and Puilum (1982)

24. These 1nstantlat10ns muat also be conslstent w1th any feature
" cooccurence restrictigns '(FCR’s) which may apply, such as the FCR's which’
forbid a VP or A’ from carrying a Wh feature. :

25. Whether we want to givegup thls stlpulatlon altogether is
unclear. We may wish to have one class of metarules with this
restriction and one without.  If we do give it up entirely we will have
"to restrict the application of .STM1 and STM2 approprlately, erhaps by
. revtvxng the Generalized Left Branch Cond1t1on -

26. A1®rnately one may wish to call the output of (3.48) something
other than "S" to distinguish them from non- 1nterrogatives, this is a

" minor detail.

4 ¥

27. This approatch also entails a slightly different view of the
organization of the grammar than the one taken by,Sag and Klein outlined
in section 3.1. 1ins®ead of ordering feature instantiation principles
after metarule application, we must allow features to pass onto.the ID
doubles themselves in order to have S{+Q] expansions to serve as input to
the rule in (3.45). Again, this is very similar to-the treatment found
in earlier. versions of GPSG. - , 120

-t
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28. This version of the SAI metarule 1s bdsed on Lhe one given in
Gazdar,. Pullum and Sag- (1981)

L]
¥

- 29. Given the organlzatlon of the grammar discussed in fn. 27 we as%'
would not even have to specif .these features in the output he SAT
metarule. This is because 1) he HF¢' will insure that’ they? asmgned
to the V in the input rule and. ) atures are preserved ur metarule
appllcatlon unless otherwise speclfled : (d (o

30. The-details of how such'an FCR wou‘f work are no iﬁmqgiately'
relevant. ' ) '

31. The disqussion of so-called "Inversion" tentes presented here
is greatly simplified and a number of details rema to be workdd out.”  § -
" In particular, 1 avoid addressing the effects of defl 1teness an I
"heaviness" on linearization possibilities, cf: .
i., a. Under this slab there is buried Joan ‘of Arc.
b. ?Under this slab.there is buried Joan.
ii.- a.. Under this slab there is. someone buried.
* b. *Under this slab there is Joan of Arc buried.
Such issues are beyond the scope of this work and in most cases do
not critically affect the distribution of traces, which is our. primary-
interest here. Also, it is not immediately clear whether we wish to.
maintain-the distinction between existential there sentences, such as
- (3.66), and so called "presentational there" sentences, such as (3.67),
suggested in Aissen (1975) These ‘questions will be addressed in future
work. - . -
132." However one defines this class. ' : IR

33. Again, I refra1n from giving a formal rule for CC since it has
been argued and will ‘be aggued again later that AR and CQ are not qnd can -
not be syntactlc rules in a GPSG system. . )

- 34. Exactly h hese pr1n01p1es will be stated is somewhat
problemat1c since tHere are "certain restrictions on rightward
" dependencies that are not shared by leftward dependencies. Jacobs
(1983 oral presentation, QSU) suggests that the non- ~unboundedness 2?
rightward dependencies be captured by treating them as "double slashes"
rather than single slashes, where double slash dependencies have the
property of not being able to pass through certain types of nodes ' .- @
(bounding nodes). .These issues, however, .are outside the -scope of this L
- thesis; the matter that concerns. us. here 8/ the placenent of any trace e

elenents, whlch would presumably be . the saLe in. both approaches ; L » S

35. Alternately, we éould allow reduction to take placo here with
the result that the ‘feature [+to] (or something to. that effect) is:. o
assigned to the' V. This feature ‘will: then- tr1ckle down onto each . - R .
conjunct by gerierak feature passing pr1nciplas‘to-produce senbences suqh e
as (i) with structures aa in (11)'"7"f‘=u“‘$l‘“ﬂgw=,,,m, . e e ’”*Fﬁk?;f

Sy '.)
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A New Approach to Feature Instantiation in GPSG*
Erhard W. Hlnrichs

I. Introduction

”

It has been known for quite sowe time that the instantiation of’

"agreement features on conjoined NPs presents a challenge for any adequete_

theory of agreement. Unlike other syntactic categories, for which
agreement features in coordinate structures distribute from the mother “
node onto each conjunct, conjoined NPs can require non—identity between
features of the mother and the features of one or more conjuncts. A
notorious case in English concerns the conjunction and which typically
requires plural agreement on the mother, even if all conJuncts have
singular agreement. Moreover, the instantiation of agreement features
for number is dependent on the following implicit:-hierarchy of feature
values for number: [l Person] > [2 Person] > [3 Person]. If two or more
‘conjuncts differ in their values for person, the mother node will inherit
the feature of that conjunct whose feature value is highest on the person
hierarchy. These facts about person @nd number agreement goncerning and
are_illustrated by the coordinate structure in (1).

(1) o - V3

N2 [PLURAL] “ . N2 [PLURAL]

Nﬂ o Nom

[SﬁGL) [2 PERSON] N1 (SNGL] [1 PERSON] V1 [PLURAL] N2 [PLURAL]

\[com e] : [CONJ and] "[1 PERSON]
N [SNGL] N [SNGL]
[2 PERSON], - | [1 PERSON]
e you - and - I hate " ourselves

¢

That the subject NP is in fact plural and firast persoh can be derived
from the first pereon plural form of the reflexive pronoun is obJect
positlon

Crosslinguistically, non—1dentity of featurea in conJoined NPs is

" not restriced to perngn and number, but can aleo involve gender as in the

_French eganple in (2)

—— [ERTSIUYS A trem v & e e it s ¢ e m——— e ——

/ . - .
(2) Un-sav01r et une adresse perveilleux
, ‘a knowledge (MASC) and a skill (FEM) marvellous (MASC PLURAL)’
i a marvellous knowled)e and skill : ' .

' A g _ ' .
In this paper I do not address the general issue of covariance of
agreement features in conjoined NPs, but rather discuss an interesting
subcase of thiu more general problem, nauely agreement patterns of
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cenjoined NPs which depend on the linear order of the équunots

involved. In particular, T am concerned with agreement between verhs and

- conjuncts ‘nearest to the verb in a following coordinate NP. Although

tdis phenomenon has been pointed-out with respect to English——-compare the
examples in (3) taken from Bgch (1983) -1 will mainly concentrate on
examples from German and Russian because of the richer morphology and the .
greater variability .of word order in these languages. Moreover, in

‘Russian the conjunction ‘i’ ‘and’ can appear in front of every conjunct

’

in a coordinate structure which will prove to be an important detail when
we discuss the ramifications of agreement controlled by the conjunct
nearest to the verb for the process of feature instantiation in
Generalized Phrase Structure Grammar (GPSG). 1 will assume faniP:arlty
with the theory of GPSG as characterized in Gazdar/Pullum (1982). The
bgﬁic organization of the theory as outlined in that papepy gan be
arized as i\n (4). ‘ ,
(3) a. There was a detective and three policemen in the room.
.b. There were three policemen and a detective in the roon
(Bach 1983, 83)

v4)

BASIC ID RULES
| - ¥
Metarules

< : '
"ID RULES CLOSED UNDER
METARULE APPLICATION
>\‘ - . . l »
Feature Instantiation
Principles

N

FULLY INSTANTIATES ID RULES
- | WITH SEMANTIC TRANSLATIONS :

\ . ‘LP Rules

LLINEARIZED PS RULES

The schema' in (4) shows that in a GPSG as deflned in Gezdar/Pullu-,11982)
feature instantiation properly precedes the linearization of syntactic
constituents. My main claim in this paper is that such an ordering
cannot be maintained if one wants t01£ccount for agreement controlled by
the first conjunct of a coordinate structure. In order to account for
such agreement patterns, one should rather conceive of feature
instantiation principles as a set of wellformedness constraints on

‘linearized and semantically translated PS rules. But before I can make

this alternative proposal more precise, let me present the relevant data
in German Bnd Russian. . \

!’

11. The Data

Accofding to Drach’s Law thetfinite verb in German declarative
clauses occupies the second position in the séentence. Usually the first
constituent is the subject, but it can also be fronted prepositional
phrase as in (6), an adverbial as in .(6), or the dummy es as in (7).

127 L
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(5) a. Zu der Sitzung kamen (3PL) dié neué Professorin
' ‘To the meeting came the new professor
, und alle Agsistenten.
and all dssistants.’ ’
o b. Zu der Sitzung kam (3SG) die neue Professorin (3SG)
s und alle Asslstenten

c. %Zu der Sitzung kam (3sG) alle Assistenten (SPL) und
‘ die neue Professorin (3SG)-.

! . (6) a. Nachste Woche konnt (2PL) Fritz und Du uns besuchen.
’ ' : ‘Next week may Fritz and you us visit.’

b. Nachste Woche kann (3SG) Fritz (SSG) und Du uns
besuchen. )

c. tNachste Woche kann (3SG) Du und Fritz (3sG) uns
besuchen. .

(7) a. REs protestierten (3Pl) die Fraktion der. SPD und die Grinen.
' ‘It protested the faction of the SPD and the

b. Es protestierte (3PG) die Fraktion der SPD (3SG) und die
Griinen. o ‘

*Es protestierjé (3SG) die Grﬁhqn (3PL) und die Fraktion
- .

If the subject NP is a conjoined NP as in (5)-(7), finite verb can either
agree with the conjunct nearest to the finite verb, or with the conjoined.
NP as a whole. In the latter case the verb will always be marked as
plural, as in (6)a-(7)a. 'But if the agreement is controlled by, the first
conjunct and if that conjunct is marked #as singular, the finite verb is -
singular, as in (5)b-(7)b. Agreement with any one conjunct is restricted
to the nearest conjunct only, as the ungremlaticality of (5)c—(7)c shows.

The same phenomenon can be found in Russian. If the verb precedes
a coordinate structure with the conjunction ‘i'leaning ‘and’, the verb
can either agree with the coordinate structure as a ‘'whole, which is
‘exemplified in sentences (8)a and (9)a, or the verb can agree with the
'neareést conjunct, which is the case in sentences (8)b and (9)b.

(8) a. Prepodavalis’ (PL) &erlenie i matematika.

‘Was taught graphics and -athb-aticn.'
b. Prepodaﬁalba' (Neut SG) &ertdenie (Neut SG) i
matematika. S - :

(9) a&a. Na -obranie prisli (PL) professor i pjat’ studentov.
' ' ‘To the -eetlhg came the profe-nbr and five ltudenta.'

.

. b. Na sobranie priiel (Masc 8QG) professor (Manc SqQ) i
. © pJat’ ltudentov.




For the purposes of this papef® I will only analyse coordinate
stuctures which appear as subject NPs following the verb. Corbett (1982)
claims that in Russian agreement controlled by the conjunct nearest to
the verb is also possible if the subject coordinate structure precedes
the verb. Under certain circumstances this is also possible in German,
but because of interference by other factors such as semantic saliepce of
the conjuncts involved, these data have to await further study. \ r

ITI. Theoretical Significance of the Data

If one wants to account for the agreement facts in Germd® and
Russian in a GPSG as outlined in (4), the following problem arises.
Since agreement features are instantiated on the basis of unordered
constituents, there is a priori no guarantee that the daughter
constituent matching the agreement features on the mother will be the
conjunct nearest to the verb. If one wanted to maintain the overall .
organization of GPSG outlined in (4) and thus apply feature instantiation
to unordered constituents, one would have to distinguish the conjunct
controlling agreement from all others by means of some special syntactic .
feature label. Of the categories used in GPSG, the one that comes to
mind, of course, is the head feature, especially since we are dealing
with a case of identity between agreement feptures which are, after all,
head features. And identity between head features is commonly ‘handled by
.the Head Feature Convention. Thus, one might propose a PS rule as:in
(10) to generate coordination structures like du und de1ne Freunde in the
German sentence in (11).

. " ‘ 24
(16) N [BAR 2] ~-> H {[CONJ e], N (BAR 2] [CONJ und]*

T (11) Natiirlich kannst (ZSG) Du (2SG} und deine Freunde blelben
‘0Of course can you and your friends stay.’
You and your friends can stay, of course. "

The linearization rule in: (12) would fﬁrthér guarantee that the conjunct
controlling agreement, i.e. the head conjunct, will precede the non~hqnd
conjuncts.

'(12) H [BAR 2] [+CONJ] < N [BAR 2] [+ CONJ] -
. [ .
The first problem for this type of approach, which I will refer to
-as the "Head Daughter analysis” s concerns the number of ID rules and
linearization rules that have to be stated separately, if agreement .
. features are instantiated on unordered constituents for a language such
as German. In addition to 'a general coordination schema as in (13),
which is modelled after the.schema proposed by Gazdar/Klein/Pullum/Sag
(1982) for English, the rule in (10) hal“tu“be‘pontted“alpng“witnnthe _ Ce s

linearization statement in (12) to account for coordinate structures
controlled by the first conjunct. Moreover, in order to account for
coordinate structures with the same agreement pattern, but with und
appearing before the last conJunct only, a third PS rule as in (14) would

have to be stated. ; . : v
. b . ar‘;?




. (14) N [BAR 2] —-> H [BAR 2] [CONJ-e] , N [BAR 2] [CONJ e1+ :V

\ . ﬂ " ) w
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(13) a. CAT’ ~--> CAT’[CONJ ag], CAT’ [CONJ ayJ*

b. a is in {<und,e>, <e,ﬁhd> <{weder,noch>, <oder,e>,. - ,
<e oder) <sowohl,als auch>} . ’

N [BAR 2] [CONJ und]

Notice that the nunber of rules necessary to generate all the . ..
relevant coordinate structures whose first conjuct agrees with a S
precedlng VP would have to bé even greater for a language like :

Russian. In additionn to the ID rules in (10) and (14), in which und -
‘would be replaced by i, we would need a rule as in,(15), since in
Russian all conjucts may be preceded by .i.

(15) N (BAR 2] --> H (BAR 2] [CONJ i] , N [BAR 2] [CONJ i1*

1he second, - and main obJect10n to the Head Daughter pnalys1s
llows from the.first one. Because such an analysis forces us in the

case of German to use three separate rules in addition to a .
‘generalized rule schema for coordinate structures, the resulting
grammar misses a.number of significant geperalizations. Unlike the -
analysis that I will present below, the head, daughter analysig, fails
to treat coordination as a unified phenomenon by means of ‘one
generalized rule schema as in (13), but has to state three aeparpte;

" and partially redundant PS rules. Moreover, even NP conjunction

cannot be treated as a single phenomenon. because two'distipct ID rules
are needed for the distribution of the lexical item und..

Furthe e, by disassociating the LP rule in (12) from the ID
rules (10) and¥¢14), it treats the linearization of constituents and o
the agreement pattern of conjoined NPs .as logically independent, when, T
in fact they are crucially related. ‘Because the rules are
- independent, the analysis suggeats that there might be languages that

* - do have ID rules like (10) and (14), But instead of (12) an LP rule -

requiring the head to alwyas appear as, say, the -third conjunct. But
to my knowledge, no such language, exists and for perceptual reasons is
unlikely to exist. o '1‘

to operate on linearized and semantically translated con#§jtuents, we. -
can” genefate all relevant coordinate structures in German by just one
generalized schema as in (11). To account for agreement controlled by

If,;on'the 2ther'hand, we allow fbhtdre inntantiatiﬁe principlés

, the first conjunct, we only have to state one additional feature

instantiation constraint, regardless of the distribution of the .. . —
lexiqal item und in coordinate structures. : : ' Ty

Let us hriefly outline thil“al srnative approach to feature -
instantiation, At the heart of my pf6posal is a one-to-one and onto .
mapping from constituents of PS rules specifying .immediate dominance . . ‘ )
‘relations only to nodes of 'lo¢ally ordered trees whose nodes consist L
of ordered pairs of a syntactic category B and the semantic .

" translation ¢ of the lyntactic expreltion do-inated by B n T

[
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(16) For each ID Rule 3 .

ag f—> Uly. o » Tk

and ordered tree

' ng =_<Bg, ¢ ‘
~’*”""d:::;/’Tt:::f;“‘ﬁﬁ‘““‘

" T o o G v
o there,is a one-to—one and onto iapping
N ' - £ :{a}y fj> fn}i for o< i Ck

.- such that f(ao) = no'and Vai[f(ay) = <BJ ¢5> ==> BJ = 'EXT(ay)]

: Functlonf:hx(IG) maps the mother constituent of the ID rule onto the root
of the tree. f has. to be one-to-one so that every constituent of the ID

. rule is mapped onto a distinct node of thre tree, and vise versa. f also

- has to be onto so that every node of the tree is lidked with some
constituent of the corresponding ID rule. Moreover, each syntactic
‘category 8 has to be an extension of the corresponding constituent of the
’ID rule :

Feature instantiation principles, under this approach, can be’

_viewed as wellformedness constraints on possible mappings f from
constituents of ID rules to nodes of trees. The Head Feature Convention,
for example, can be defined as in' (17). : '

(17) . HFC: 1[oL H[BARn]/\f(ai)sz => HEAD(Bj) =
'HEAD(Bo)]fr‘iJ> .o e N

Likewise, LP rules can be conceived of as conltraints on the set of
possible mappings between ID rules and ordered trees.‘ The LP rule for
English that requires lexical heads of major syntactic categorles‘to
T ' precede sister conatituents can be ntatnd as in (18).
(18) Vai. j 01. = H [BAR 0] A hag 4 a4 = f(a ) < £(95) ]
' for i,J 2

Y | ,
- ~ Presupposing a mapping as in (16), let uk turn to an analysi- of
- German coordinate structures controlled by the first conjunct following
O the verb. I follow Uszkoreit (1982) and Nerbonne (1983) whose GPSG
. analyses of German account for Drach’s Law by treating the first
constituent in German dec¢larative clauses as the result of -
topicalization. Subject NPs’ following the verb in second position can
- hence ‘be 1dentified by the features (-TOPICALIZED] and by [+ "NOMINATIVE]
' as the value for the case feature. In order to generate non-topicalized’
COordinute-subject NPs whose agreement features match that of the
leftmost conjunct we have o impose the constraint (19) on possible
lappings f from ID rules to ordered PS markers deflned in (16)

v 19) Vg, (ag = BXT(N [BAR 21(-T0PT [+NoM]) A £(5y) = @

A. ]aj_qa EXT((CONJ und])] => AGR (B)) an(@o) 1,
where i 2 1.
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The condition’in (19) specifies that for any .ID rule in which the

.. dominating category is-an extension of the feature N" [-TOP] - {+NOM], and -
which has at least one daughter with the feature CONJ und, a daughter can '
oy be mapped onto the leftmost node in such ordered trees where . that
node has the same agreement features as the root of the tree. .

*

IV. . Conclusion .

- w~
4

By treating LP rules and feature instantiation principles as
constraints on possible mappings from ID rules to linearized and
semangicqlly translated PS rules we arrive at an organization of GPSG in
which LP rules on the one hand, and feature instantiation principles and
semantic translatioh principles on the other hand apply in tandem; rathe
than inseparate components -of the grammar. Such an organization of GPSG\ -
has been independently proposed by Klein and Sag (1982) to capture
significant generalizations about grammaticéh.relations and word order in

. Fnglish. While their work concerns the relationship between Lp '
) ' _statements and gemantic translation principles, the argument presented in
this paper rests on the interaction ‘between feature instantiation

principles and LP statements. '

FOOTNOTES

%I would like to thank Annie Bissantz, Remo Pereschi, and
especially Ewan Klein and Arnold Zwicky for their helpful comments and
- suggestions on earlier drafts of this paper. I am grateful to Anelya
" Rugaleva for the Russian examples. - : '

- lThe tree structure in (1) is modelled after the.accodnt of .
coordination given in Gazdar/Klein/Pullum/Sag (1982).

- 2The example in (2) is due to Corbett (1983).
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\““;\; ' ‘ The Syntax of Conditional Sentences -

Michael L. Geis _
Department of Linguistics
The Ohio State University

Introductory Remarks

fAlthough English has a number of different types of
-adverbial clauses, as is illustrated by such sentences as o

o -

(19 a. I will leave when you da.
b. 1 will go where you go. ' | o
€. I will leave bcféro you do.
d. i wii;'lbavo 1f’you do.

@«. | left because you did.

f. I'loft'althogqh I wasn’t supposed to.

conditional clauses (see (i1d)) have attracted the most attention
from philosophers and linqS!'t‘. Indeed, - both 1linguists and
philosophers have = devoted whole conferences to their .
nsideration.” What is interesting about this from a linguistic
perspective is that conditional clauses are not all that muc
more interesting linguistically than are any of the other types.
- The reason for this specidl interest is surely that conditional
sentences play a key role in reasoning, at least the sort of
reasoning that interests philosophers. ' ' :

Interestingly, ' not only have. those who have studied -
.condi tonal sentences usually not discussed them in the context of
other adverbial clauses, they have focused their attention almost °
exclusively on sentences like (1d) which empl oy tho _adverb jif.
Surely, however, conditional sentences in which {f is modifiod by
. Qan and gygg, as in (2) and (3), are .also of interest.

R C(2). I will -leave only i you do.’

«;:'A S (3) I will leave even {f you do. | S . ;
.Jw"-ﬂ¢ Moreover, there aro"totilly« ignored coﬁditional constructions,
. very close in meaning to those. just cited, which, like

R Li-claulos, are adv ial in charactprl
B 4

et (4) I will loavo in the ovont that y u 'do.

PP
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'; i ;:mf &5) I will leqva only 1n thn av.nt that you do.

R (&) I will leave uven in thu .v.nt that you do.'l
C Lo M , .
'It 1: lntoresting to spcculatq on why shntunc.- like (4)~(6) hav.
. been ignored. One possibilit§ i% the stylistic pref.r.ncn of v
. logicians for the word if. Howbvar, thn mailn reason is sgrely IR
“that .monomorphemic , roalizations of a category are typically . =~ .
' perceived by native. spsakors tincluding philosophcr:) .I its mos; ;,/
© basic rcprcsentatives. _ : : '

1.
-

, In this pap.r, A presont a :yntactic hnalysis of a wide '
I range of conditional pontqnces.- which "develops ideas firttl
' ny published in Geis (1973). A 'companiun simanticqbang pragmatics -
. .~ for this analysis has been provided by Lycan ' (1984). Since this §
study has been publlshed 1 will  presume familiarity with it. o,
: What I propose to do here is provide the syntactic qrgum.ntation- ,
. - for this analysis, as well as thd d.tails of 1ts’formhlization. ]
What one takes to be a, conditmn.l sentence willl, I think,
depend on whather or not one takes a syntactic or semantic .
perspective. Viewed semantically, a. scntenc. like (7a) might be
said to be conditional on the grounds’that- 1t has  the "same". :
meaning as (7b), which cl.arly is condztional _T_ y , DS
t. : o
(7) a. Kiss my dog and-you 11 get fleas. .
. b. 1f you kiss my dog, you’ll get. fleas.

On the other hand, (7a) is not conditional in focm, so. it would
- ~ be perfectly reasonablo not -to 1nc1ud.'.thas sentence in a sfpdy
of conditional seniences, as opposed to ‘conditonal ‘propositions.
Similarly, one might, following Stump (198%1), take a sentence
like®(8) to be p.rtxn.nt to a study of conditionals. T

s

(8) For you to do that would be nice.’

Certainly, (8) is conditional ﬁn meaning. Howev.r, agaxn,.there
is little linguistic motivation for- including such a sentence in -
the aralysis of conditional ggn;ggggg,- though obviously it . is
" relevant to the analysis of - conditional propesitions, i.e.. of ¢
~nonlinguistic mental s.ntdnc.s. «J 'say this because (8), unlike = h
(1d) and (2)*(6), is not conditional in form, and it is the. '
possession of linguistic form that distinquish.s real sentences
o from mental sentences (i. e. propositions). The fact that a
. > sentence might be conditional in meaning does not qualify it. for
membership in the class of sentences containing conditional oo
clauses. The reason is that we may look ‘to extralinguistic R
e g@MARtL e theories for an account of how it is that English has
several different ways of expressing conditionality. As another
example of this point, we might note that the fact that a pair of
. sentences like (9a) and (9b) might both . express causality does
o not qualify (9a) as rolovant to a: ltudy of causal clauses.




'(Q)f'q."aohn’sllea%ing préc&#}tated:BiIL’s departure.

S ..i b. thﬁ?&é‘tibpéjﬂ;huBiiiwdeparted.

Too. few linguists. and philosphers seem to recognize that most
putatively substantive claims about the relationship between
syntax and . semantics have been largely definitional. in
character. The once widely heralded claim (Harman 1972) that -
Deeap Stru&tpre is Logical Fgrm, is, perhaps the best example of
this, but there are others.” To -‘insist that sentences like (7a)

rand  (8), must be brought  .into the picture in the attempt to

describe the syntax of conditional sentences ii.'quito simply, to

beg one of the most important questions of ‘syntax:  What is the
-contribution of syntax to the use and understanding of  the.

sentences of our languages? Thq'fact {Ehat native speakers of
Englisdh ‘“know" that- (7a) and (7b) have the same meaning or "know" :
that (8) is conditional in meaning, taken aloné, is not

”necﬂlsdrily relevant ‘'to a linguistic.. analysis of conditional

sentences, for speakers of English know more than just English.

They, prngumably, can do some ‘elementary reasoning with
‘sentences. : - :

w If it is to be at a)l general, a linguistic description .of
English conditional-sentences will want to account, at the very
rnakt, for such' sentences “as- (id) and (2)-(&), for these:
sentences are all conditional ‘in form. It shauld perhaps also
account for how: these sentences are related to other adverbial
clause constructions, such as ‘those.of (1), for these are also
similar in structure. To my knowledge, the only comprehensive-
generative account of ‘adverbial clauses in English  is in Geis
(1970a) . However, Heinamaki © (1974) and Larson (mss) have wor ked
on temporal clauses, and Bresnan and Grimshaw (1978) on a similar
construction. Iﬁihal} bring - each of these studies into the
picture as they become relevant. In Geis (1970a), conditional
clauses wére sharply distinguished <from adverbial clauses

introduced by when, whilg, ‘and vhere and by before, after, until,

and giggg“.tlausns"introdueod by ‘this latter array of words were
said to be a species of relative clauses. I argued (Geis 1970a),

"in particular, that adverbial subordinate clauses introduced . by

the above conncctiyns' are derived transformationally from
underlying syntactic structures in which the clauses introduced
by these words are “explicitly relative in character.. According

- to this view, a sentence like (10) was said to be derived from

the structure underlying (11) by a rule of Antecedent Deletion.
. (10) I will leave at the time when you leave.

(1 1 will leave when you leave.

- o ' . : L -
Conditional clauses, for r#asohs to 6@ 1denti¥ied later, were
wsaid not to be relative clauses, but, instead, to be a species of
nomi hal complements. This line was continued in Geis (1973).
What 1 shall argue now. is that jf-clauses like gngn~cladsosiarq..

: .
;
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themselves a species of relative clauses, as is implied by
Lycan’s semantics of conditionals.- KWowever, my present analysis,
unlike the earlier transformational account of advn?bial'rqlative,
clayses, can be stated " wholly in terms of English surface
-structures. On the analysis to be presented here, which is
monostratal, 1 shall argue .that a scntcncg like (12)  has
essentially the same sort of structure as ({1). '

" (12) I will leave if you leava.

‘Ll v, | . - . . / I'4

The Adverbial Analysis of Conditionals

.The Sentence Dperéfor<Vcrsion .
&

. In thc'PropOIitional Calculus,va sentence having the form of
(13) is usually. assigned a representation like (}4). .

£ (13) If 81, then S2 ~

S~ s s1 .o 82 .
w .

¥

where (14) is understood to phe false if S1 is true and §2 is
false and is otherwise true. Accorl$iing to this analysis, the two
clauses that make up a conditional sentence are -coordinated
semantically as 'thoy| would be syntactically if jf were a "true
Conjunctifa," to borrow a phrase from Jespersen (1961
V.4.344), On this <iew, sentence (1d) would be given. an
analysis something like (13). -

(1%) -~ [ o ' 8

N - o A
f_"" if ) ’

‘Interestingly endgidl .

>

. MY, despite the long tradition associated
-with the standané' tregg| functional analysis of jf, there is no
" solid syntactic evidenglF
condltionfi sentences into twp coordinate sentences, as in this
dhalysis.” It might be argued that jf...,then... is structurally
parallel to ejther...gr... and both...and.... The parallel is,
however, an illusion. As pairi Iike (16) and (17) show, then
need not accur ‘for a corditional sentenge to be grammatical, but
of course, and and gr are.obligatory in compound sentences.

ii(lbr I you leave, then 1’11 leave.

(17) 1f you leave, I1'11 leave, o .
Ono‘ﬁfﬁhpt say, )

.'.{.1;37  " B "

.
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(18) ¥Both.John left, Bill ledt.

.(19)  %Either John left, Bill.left. - ,
It\ll if, not ;ngg that is thc more fundamontal constituent of
conditional sentences. _ ' e
Though logicians normally cite conditional spntincnl in‘th.
farm of (14) or (17), a syntactician is liycly to take a sentence
like (20), to be the more “"natyral," for in (20), the' jf-clause
is in “normal" advorbial posifion. o :

*

[

(200° I will leave if you lcavo. ' S . '

Note that the two clauses of (20) are the reverse of what they
are in (13), (14) and (17). In the latter. sentences the condition
precedes the consequence, but 1 (20), the reverse is true. As
noted, I take past-verbal condi ibnal clauses to be in ‘“normal"
word order §ory pnditional sentences. . Talmy (1976) makes the
uni versal clatm? in connettion with causal constructions that
causes are subordinated to effects in the languages of the world,
as in (1) and . (1), repeated here .as°' (21) and (22),
respectively. '~ v " ' ' '

AT &2 S ioft bocaus. yoquidm. I ®
(22) 1. l.ft althouqh you dld.

This is \to say . that languagos (othor than formal languagos, of
~ course) do not have adverbial clause constructions in which the
‘consequent is subordinated to the antecedent, ¥rom whlch it would
appear to follow that (20) is more basic than (13), ‘(146), and
17). Moreover, not all languages even have the capacity to placc

condi}&onal clausos in sontonco—!hitial position, as in (16) and

(17).

- The fact that a}sontonqo like (20) might be more natural
than (13), (16), and (17) does not, by itself, upend the binary
sentence operator analysis. ‘One need only define :‘a reverse
horseshoe, with appropriately revised truth-conditions, and
reverse the two clauses. On this revision, " the jf of (1% would
corr.spond exactly to the reversed horseshoe. However, the fact

that jf-clauses can occur - bagth ‘sentence-initially and

post~v¢rbally is itself rather good evidence that jf-clauses are
adverbial. .Simple and complex time adverbials both have this
freedom of occurrence, for instance: .. :

(23) a. 1 will leave at noon. o
b. At_noon. I will leavea. .

e (28) a. I‘li,loavo when you leave.

-~
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R b. When you leave, ‘1’1l leave. .
| ‘Data like, (23) and (24) strike at the hdLﬁt of the coordinating
conjunction analysis of conditionals, -for patterns liku these do
naot obtain in the call of coordinate structurcs:
v ’ 1
(25) a. Joe will’ goavq and Mary will stay.
. ‘ (

b. *And ﬂgry will stay, Joe will leave.
(26) - a. Joe will leave but Mary will stay.

-b. %¥But Mary will stay, Joe will leave.
¢ 4
We have quite clear evidence that if-clauses are adverbial and
are subordinate to main clauscs, .not coordinated with them.

- There is solid syntactico—s-mantic svidence that post-verbal
- ' occurrences of jf-clauses (see (20)) are more basic than preposed
if-clauses (see (16) and (17)). Observe igat sentences (27)«(29)

have csscntially‘thc same 1ntcrprctation.

(27) :I think that 1 w111 lcavc 1f you lcavc.

28 1 ‘think that if you ‘leave, (then) 1°11 leave.

b

(29) 14 you leave, (then) I think 1’11 leave.

It is clear that (29) is not to b interpreted a; stating that
there is a conditonal relationship between the hearer’s leaving -
and the speaker’s thinking about leaving, contra its surface
form. Instead, the speaker is saying that he thinks that the
hearer’'s leaving will lead to his leaving. In the standard
transformational idiom, we would account for this by saying that
if-clause of (29) is put there by an extraction rule, namely’
.. Azzcrb Preposing ' (recall (23) and (24)). Even. in monostratal

theories of syptax a sentence like (29) must be treated as the
"marked" form. : X

Observe that when iiwclddscs are preposed, as in (28) and

(29), a second conditional adverbial cannot occur in post verbal
position: S ‘

(30) . ¥I think that if you leave, 1’11 leave in that event.

(31) $1f you leave, then I think I’N -leave in that event.
| o .

Thus, wé must have some way to exclud® a cbhditional adverbial
vy from post-verbal adverbial position, if an if-clause occurs .

clause~ or sentence-initially. .Within GEGG, thim.is achieved, of
‘tourse, via the slash~catcgory4notqtion. . )

(32) 8 ---->.ADVL2] ' 8/ADVL2] ($9)

o, L T
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Y Rule (32) stipulates that if an S begins with an adverb phrase

4 then the S it is sister €0 must have an adverb phrase gap. Given

. rédle (32), we can account for both (30) and (31), as well as (28)
and (29). ' ' '

t

)  The adverb preposing data reveals the hop ssness of the
- mtandard analysis of the structure pf conditio sentences in
' logic ’texts on syntactic grounds, and, "ms a result of this
failude, it is hardly surprising that the analysis fails
semantically as well, Adverbial constructions normally involve
quantification over something--times, places, events, etc, as is
1mplici§ in the relative clause treatment I shall be giving.
later. Such a fact is quite telling against the truth
. functional account of if. , . '

The failure of the standard 'logical treatment of conditonals
is further revealed by the fact that if-clauses can be modified
by ‘only and even. Consider:

(33) a. I will ‘leave only if you do.
b. I will leave even if you do.
(34) a. John worki;oniy when his back feels good.
- b. John works even when his back hurtl.'\
(3%5) a. *John works hard only.and Bill works hard.
b. " ®xJohn Qorkl hard even and Bili works hard.

; As (34) indicates, gnly and sven are quite comfoftablo “mod1f§1ng,.
o adverbial' when-clauses. Note, though, that they do not modify
nominal when-clausess o X

D R ' -
(Z6) "\\N? asked me yesterday when 1 would leave.
b. %He asked me yesterday only.whcnjl would leave.

We have here the clearest possible evidence that if-clauses of
° ' . the sort we are interested in are adverbial, f note that
nominal jf-clauses aren’t modiffable by gply either: ' '
’ o

(37) .a. ‘He asked me yesterday if I would leave.

9

b. XHe asked me yesterday. only if I would leave.

Certainly the view that if might be a conjunction iws falsified by
) (33)-(3% . - '

Very clear evidence that c¢onditional clauses, when they
occur postverbally, are constituents of verb phrgses and are
therefore fgvorbials im Syovidod by data 1involving'VP Deletion
and ..Dg  So. Observe that the place-holders, <> and dg sg of the

t ° *
o
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fallowing sentences, are interpreted as referring back to the . ..
underlined verh phrases of these sentences: '

Qe . (38) a. I will leave at npoon and Joe will <> too.

b. I will leave at noon andyJoe-will do so too.

A .

i<
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(39) a. I will leave under cert ain circumstances and

Joe will <> too.

b. I will leave under certain circumstances and

‘ Joe will do so too.
(40) a. I will leave when you do and Joe will <> too.
b. I will nggg when you do and Joe will do so too.
(41) a. I will leave if you g§'$nd Joe will <> t&o.
b. I'will leave if you do and in will do mo too.

The most conservative interpretation of these data is that the
place-holders in these sentences refer back to gonstituents, and
- thys that temporal and conditonal constituents of the left
: conjuncts of these sentences are constituents of verb phrases.
Given this and the fact that these constituents are not noun
"phrases, all that is left for them to be is  adverbials (=
prepositional phrases, adverb clauses, or adverbs.)
‘ iy
The data we have considered so far inyolving preposed
conditional clauses, modification by ognly and gven and verb
phrase ellipsis phenomena provides very strong evidence against
the view that the conditional and main' clauses  of conditional’
sentences are coordinate and for the view that conditonal phrases
and clauses, like temporal phrises and clauses, are adverbial
constructions. These arguments’'carry over to/the other types of
conditional clauses identified earlier. Thus, jf-clauses
modified by pnly and gyen prepose as do complex prepositional.
phrases like in the gyent that 8, whether or not they are
modified by ppnly and gygn. VP-Deletion and 'Dp 2Q tests show that.
~all of these constructions are or can be constituents of
predicates.. :

There alsao exists quite direct evidence that conditonal
clauses are advarbial in character, evidence that closely,links
if-clauses to jn the svent that 8§ constructions on the oné hand .
and to adverbial relative clauses on the other. Consider the
following pronominalization data:

(42) a. I will lsave if you leave, and Joe will leave

P

- £hep .too.

S 14




~138-

b. o will leave if you leave, and Joe will
-
leave in that svent too. !

(43) . a. I will leave when you leave, and Joe will ,

1

leéve then too.
, b. I will leave when you leave, and Joe will

leave at that time too.

In these-sentgﬁc.s, we have clauses whose anaphoric reflexes are
adverbials, either simple conditional and temporal adverbs or
more ‘complex prepasitional phrases. In this respect, jf-clauses
and whep-clauses act like sxplicit prepositonal phrases. Compare
(44) and (4%5) with (42) and (43), rospoctivoly.

'(44) a. I will leave in gng evant that ygu leaye and Joe
will leave then too.
b. 1 will léave xn';nn'gv:nn-;hgs you leave and

Jo. will loavc Lg ;hg; gng; too.

(4%)  a. I will leave ak the time sng; You Lssxs and g
Joe will leave then goo. '

. b I will leave at the time that you leave and

Joe will leave at ;u;; gtmg too.

We would not want to conclude from these data that L£~clausos and
gngg-clausos modi fy oxplicit prepositonal .phrases 'in undorlyinq

e structure, as I once did ‘in the fabulous days of Generative
Semantics, but we are entitled to conclude from these data that
if-clauses and whgpn-clauses are ddverbials,

There is an adverbial analysis of jf-clauses that has a good
deal o}\jnitjal plausibility, namely one in which j{f is treated
as a kind of ntence operator that turns ordinary clauses into

yadverbial clatises. On this view, {f would be treated as'in ’

(46) - ADVL2) -—-=~> ADVL+cond, +aper] 8

. y - . R .
. According to this analysis, ' the structure of  nonpreposed
conditionals would look something like ttha

Y




© you leave

» +

- This analysis is appears tq be consistent with at least some of
the facts we have so far considorqd;‘and it provides a not at all
implausible surface structure. However, there are troubling
facts, not the:-least of which is the fact that then pops up in
cases of preposed adverbials. 'Givon-thg assumptions of (47),. we
would want, I think, to say that a ‘sentence like (48) has a

structure like 4%). . . : . ' :

(48) If you leave, then I will leave? = .

ERTT s -
~ ADNE2) . B/ADVC2)
aViz) | s Apv s
| , iL | \ tdon
: | " you oavqf Iw ;Avq

Though structure (49) is eminently reasonable, I believe that it
is incorrect. " There are two features of (49) that are somewhat
problematic. There is nothing (explicit or implicit) in such an
analysis that explains why then might pop up in conditional
sententes. . So it . is potentially deficient on explapatory
grounds. Moreover, there is evidence that if is a constituent of
the clauses it introduces, contra (49). - ‘

v *The Relative Clause Analysis
‘ ' “ ; _' .

The hypothesis that conditional clauses are advorb1a1‘3fn
character is .woll~motivatod, and the structures we have assigned
to normal and preposed xtfﬁlausos are credible representations of
the surface organization of such sentences. What is missing is a

‘defense of the particulars of these analyses and some -sart of
- explanation of the position of such structures in the grammar of

143
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the language as a whole. AL

\

Throughout our discuss&éé é{ if-clauses, we have found that
if-clauses and when-clauses parallel each other exactly: both
prepose; both accept the ‘modifiers only and evens both are
. corisituents /of verb phrases when they  occur postverbally; . and

both pronominalize the same way, to the paint of sharing the
hpmophonou adverbial proadverb then. This latter point is worth
pursuing  further, There are hosts of languagel. that employ
temporal expressions exclusively to axpress conditionality. Even
English, which has a plenitude of conditional expressions, allows
its speakers to express conditionality, using  temporal
expressions. The sentence o M : ‘ ‘

(50). When exposed to the air, many subqténces h v

oxidize. L _ / .
. "!; .
is used primarily to express & conditional, not a temporal
relationship, though, of course, it 'is consistent with a temporal
interpretation. The reason that temporal expressions can be used
to express conditional relationships is that the most important
individuating characteristic of events, the entities quantified
- over in conditional sentences accordxng to Lycan and me, is the
date of those events. g . i :

¢ The parallel between if-clauses andfgngg—élauses is a very
deep one. As Chomsk%’(l?ﬁ?) noted years ago, if two strings of
consituents conjoin ‘they are normally not only syntactic
constituents, but are also constituents of the same ' type.
Consider: . / ,
(51) %xJohn was awakened by John and by actidunt.

(52) *xJohn knows that I ate an orange and what I know.
If Choﬁéky is correct, as the prnponderancc of wvidence over the

years would suggest, then we must _assume that jf-clauses and

when—-cl auses are 1gonstituents aof the same type and that if and
when are as well.

(5%) 1 will cénsider leaving if I’m aiked to ana when
I’m.askad ta. . Q( |

(54) 1 will consider leaving if. and when I'm asked to do ]
;o. | |

Greg Btuymp hids suggested to me that if and when may be an:
fdiom, and thus that data such ae these may mean very little,
Against this, 1 would say five thing . Firet, conjunctions of
if-clauses and when-clauses are t £h-mu.1vcl idioms, which is
important since sentences containing if and when merely carry the

. . . . - . ' . o .
. . \ . .
.. L ) .
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*cbnjuctiQn reduction a bit further. Second, if and when aﬁd when
~and if both occtr, which ~is to eay ‘that' the structure isn’t

’

frozen. Third, Conjunctiqﬂ facts such ag these extend to other.

not dissimilar phenomena (e.g. When and  where did he leave?)
which are surely not idioms. Fourth, the meaning of if and when
is compositional, which 1is uncharacteristic of idioms, which is
to say that each word makes a contribution to the meaning of the
phrase and to the séntence as a whole. Fifth, other temporal and
conditional adverbs = cdonjmin. Note,  for ‘instance, that
ug;;L—clrgses and unless—clauses conjoin and gggx;,,and unless

conjoin.
(35) I won’t leave unless you leave and until you leave.

_'(56)- I woh’t leave unless and until you leave.

There .is clearly much tdo much that is systematic about these

‘-conjuh#tion facts to support Stump’s suggestion thatﬂ we are

dealing with idioms.

In light - of the above, it is tempting to suggest that
adverbial jf-claules, like adverbial whepn-clauses, are instances
of the same construction and that if is in the same lexical class
with when. In Geis (1970a), I arqued that adverbial when-clauses
are a speczps of relative clauses, and that when is a relative
Jproadverb. This ‘argumentation is accepted by Larson (mss), who,

working in a transformégional framework, providos a-somewhat_

different formalization.

wy Of the various observations 1in !‘gil' (1976a), the most
=

important  were that when-cl auses can be ucturally ampiguous,

that when-clases are islands, and that when is a constituent of .

the' clauses it introduces. As  we shall see, jf-clauses and
when-clauses are similar, but not identical, in regard to these
“three properties. : ’

Let me begin with the worst fact. Compare (57) and (BB).

(57) I will leave when you say you’ll go.

(38) 1 will leave .at the time when you say you’ll go.
Sentences (37) and (38) are aﬁbiquous Sbtwocn a reading in which
the speaker promises to leave when the hearer performs a speech

.act and one in which the speaker promises to time his departure

with that of the hqaqor. In order ' to account for this
syntactically, we must suppose that (37) and (358) are assigned

two ‘msyntactic analyses whidh,-in one Way or another, msay that

'when participates  in two dependency relationships in these
sentences. Larson' (ms takes the transformational line of Geis
(1970a) and claims that when is extracted from the main clause of
YOU say vQu’ll leave on one derivation and from the subordinate
clause on the other. I shall take the monostratal line of GFSG
and say that whgn-clauses are special cases of the construction

- | 145 .
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type

> xS/« (88)

[

On this view (57) has a structure like (460) an one iﬁierpr-tation
and (61) on the other. .' '

(60) 8
NL2] vL2] -
L Y VE21
l wil v Aoﬁtzn
lelve Slbar ] ; |
ADVL2] . 8/ADVL21/ | s
' : A%V 7[2] ‘~’;2£2;§92!£33‘~‘~‘~ S
T | | when N ~{ ' 8 ADVL21/ADVL 2]
yiu say NC[2]1 VL2] l._ ' :
N/// 6/// |
| | .
you’ll leave .
)
7
L
’
- i
! \
"




(b1)

N
N .
! 1 will r ' ADY[Z]

1 eave scbirn |

b

onrzn DVL21 - . :

NL21 ’;/’;ycgi\ S

when N - §/7ADVIZ2]) - ’

| f' s 1 -
‘ - yLu say ' N[2] k\\\UEQJ/ADVIZI

N -V . aDVL21/ADVL2]

.
you’ll leave - - .

“Codtra the claim-that '(if)4CI;us£ ‘are structurally similar to
.whep—clauses, that is that 1i~claulcl Src a species of relative

clause, jf-clauses are not ambiguous. Considcr (6&2) and (63):

(61) 1 will lcavo if you say you-ll lcavc.

(62) 1.will leave in any. circumstanco in which you say
' you’ 11 leave. . _
Although (42) is a 'bit long, and complexy,l believe that it is
ambiguous in just the way that " (58) is. But (61) is not
ambiguous in - the way that (357) is. Despite the otherwise

‘overwhelming evidence supporting the thesis that jf-clauses and

when-clauses are grammatical sibilings this failure of the

‘ relative clause analysis cannot be disregarded. However, it is

possible to attach too much gignificancc to the nonambiguity of
conditional clauses. In Geis (1970a), I presented evidence that

whilg-clauses are themselves covert relative clauses despite the
fact that they also are not amhiguous.  Sentence (63) does not '
seamn to st. a rcading in which ahilg links thc two occurrences

of study.

(63) 1 studied while Mary believed I should bo.stuiying;

However, 1 find sentence (64) to be quite . acceptable, from which

it follows that extraction is™ to some . (albeit small) degree .
. possible. ' ' ' ' :

(b4) 1 studiod whilc 1 was supposed to.

What we are dcaling with Here is d-grtds of'gnutrictability.
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Though most theoreticians resofqtely ignore such messy phenomena,

‘they exist and may say more about the naturengf language than do
neater, theoretically more compliant facts.” Moreover, there
exists overwhelming semantic evidence  (mee OGeis 1973 and Lycan
1984) that conditional clauses make covert reference to events,
which is to say that . sentences 1like (&65) arid (46) have
essentially the same interpretations.

(63) I will leave if you leave.

(66) T will leave in any gircumstance in which you leavae.

The most nattral syntax for a construction that connects. clauses
semantically via quantification over events igs to say that the
clauses are connected syntactjcally in the way relativization
connects«clauses. ‘Moreover, no only are if-clauses unambiguous
in the desired way, but so also are clauses appended to in the

event that, which also need an analysis. Compare (&67) with (61) -
and (62). ) . :

(67) I will leave in the event Ehat you say <
you’ll leave. Vo

In previous work (Geis 1973), 1 related a sentence like (61)
to (§4), largely because neither is ambiguous and assumed that
Claused subordinated to in the event that are like (nonrelative)
clauses subordinated +to .the fact that, i. e. are noun
complements. However, 1 do not believe that it is possible to .
. give a coherent semantics for constructions like (47) given this
sort of syntactic analysis. I would argue tH#&t one should adopt
Lycan’s semantics for - (67), no less than (617, i. e. take the
line that clauses embedded as adjuncts to in the event that are-
themsel ves relative clauses. But if this is the right move, then
the failure of if-clauses to mirror when-clauses in regard to the
-question of ambiguity is not fatal. Nevertheless, it must be

- dealt with, qf course, as I shall do shortly.

(Tho second fact supporiing the thesis that when—glauses are
relative clauses is that elements cannot be extracted out of
when-clauses. Consider '

(68) a. ‘¥Who did the boy leave town when Mary kissed <>..
b. #Who did the boy leave town at the time when
Many3kg§sad <> : Y

" At present, there are a number of ways this sort of fact can be™
accounted for. | derived sentences like (6Ba) from sentences
like - (68b) in Geis (1970a) and appealed to Ross’ (1967) Complex
Noun Phrase Constraint to account for (68a):. Though not accepting
the deletion analysis, Larson (mss) gives the more recent’ analog
of my treatment by appealing to Chomsky’s (1973) Subjacency




~145- .

Canstraint. Within GPSG (see Gazdar (1982) for detailw, one

would normally invoke the principle that no constituent can be
assigned two slashed categories, as,would be required for (68a),
one for who and another for when. Not surprisingly, nothing can
be extracted from if-clauses, as can be seen from . '

(69) *Who will the boy kiss Mary if Joe kisses <>/

In order to account for this, conditional senternces must be
assigned a structure like (70) in order to invoke /the condition
ruling out dual slashes. ~ '

(70)

/‘.“\

N[2] ]

. Z{iﬁ}s Ve, ADVC2]
. - ,ZX'- , SCbar 1

ADVL2] - S/ADVI2]1 |

, . ' S
ADV
| 1L | A

3

However, as we shall shortly see, this option is not available to
us. . .

The third argument in favor of th. relative clausc trnatmunt
of when-clauses is that wngg is a constituent of the clause it
introduc.s, after the manner of a relative proadverb. Compare
(71) and (72). a ;

(71) I\yill work until Joe leaves and Harry will work
until then/that too. : TR
(72) %1 will leqyg when Joe leaves and Harry wii} o

leave when then/that too. '_ . '-A' L

Manifestly (see Geis 1970a for details) the correctﬁtfaétmnnt cof

(71) and (72) is to say that when, bqt not QQLLL, L§ a consituent

of the clauses it introduces, as in trees (40) and; (61).  On the,
other hand, the left conjunct of a s.ntnnce like (71) should be'
assigned a structure like (73). : . 3 g

w .

-
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{73)

Y- ADVIL2]

{

work ADV

until '8
NL2]

A

Clearly, if ?unctions just lik; Qngg;
on the intended interpretation.

lcavns

for (74)

is

ADVL21/ADVL2]

ar, rel(fr.c)]/ADV[2j

VIL23/ADVE2)
"‘ADVL21/ADVL2]
'

ungradmatical

(74) %1 will lnayo_if Joe leaves and Harry will leave
if then/that tao. )
v . o
This fact, considered in the' light of the ﬁoct that thep can
replace jf-constructions as a whole, represents compelliag

evidence that jif is a

“constituent ef the clauses it introduces,

which

is

to say that it is a relative proadverb.

Given .

that

unless conjoins with until,

1

believe

that we

fwould want to

assign a tree like (73) to sentences &ontatninq unless,

where

un]less occurs in placc Qf"upgil

-~

‘ " As we have locn, two of the three arguments o
.. €lause treatment

“a

|‘ the rel ati ve

ungn~clqus.l

of carry over

to jf-clauses.

_Howovor, the most tompelling argument derives from the fact that

construction

that

In my speech,

} then ¢an occur in initial position in the (grammaticarly) main
. clause pf a conditional sentence if ‘there is a sentence-initial
' '1i~clau.u.'Thil is, I submit, a fact of over-riding syntactic

. importance, and when properly interpreted provides an explanation
- $or the nonambiguity of conditional clauses.
1s a virtuslly unprecedented construction, but it is quite

this

like

“the corelptlve

has

largely departed

Clanguage .

Y I

‘f;qrammatical as oh"movbs down the list.

*

(75)9

57

a.- tttwho lt.lll my purse,’

find the followinq‘scntcncqs to be i:;;g;s

him I won’t like.

ttuhcrn‘hn goos, there 1’ 11 _goa,

twhlp h. aplv.l, then 1°11 leave.,

1ncq‘m.

A

=

b i

T
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If.hl.lcavul.‘thqn 1’11 leave.

¢




- if/when . ZX‘- | 5 .

7

.

+ Now consider (76).
R [ ! “ ¢ )
, (76)  a. ttwho steals my purse, T won’t like.
1 ] . p
b *Where he goes, 1’11 go.

'3 C. When he leaves, 1’11 leave. ‘

d. If he 1eaves, 1°11 leave.

,I_suggust.fhat the correlative construction is goind out of'th.,

language, with (756) being-its r.maininq trace. . X b

I would argu. that s.ntnnﬁ,s like -(75c) a#h (75d) have the
.follow1ng syntactic structure: '

\ «©

(77) R . T ‘ -

-

ADYL2] - . . B/ADVL2] |
A //’§£g=:3§\\gi | fADTrzn_ . 87ADVL21
.QD¥[53 . "~ then ' 2555557 ‘

) v
~ S
/. el . : n " .

q

Quite” surprxsingly, correlative gngnwclautns. unlxkq convnntional'

(i..e@., post-verbal) .adverbial when-clauses; are unambiguous.
Although cédrrelatives are npt fully acceptable to me, 1 feel
reasonably confident in the judgement ‘that the. -when—-clauses of
(78) «nd (79), unlike: that of - (80), are unambiguous.

5 ’

(78)*,?when yau say-?ou {1 phone, then I’ll‘l.ivqk///’

g (79 When you say you’ll phone, 1’11 leave.

-

-

(80) 'I’ll'ldqv. whcnuyod'say you'll phone.

P.rhaps maru p.rsuasiv. will be (81)~(83), which demonstrate that'
‘there is no .xtraction, r.adinq for preposed .when-clauses of

.ithor sort. _ St .

.y v b
w

- (81 twhnn yeu ’qid you’ll phone, then I 11 leavs.

~ (82) twh.n you said you 11 phone, 1’ 11 leavec

’
+

(83) 1711 lnav. when . you said you’ll phono.

>

Thus, if we assaociate conditional scnt.nc.s ~with sentences
containing corrnlativ. clauses, the relative clause analvsts “of
conditibnal . spntoncnﬁ .scaﬁbd unscathed - from my nemesis
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counterexample. .
N

Then nonambiguity of coorelative'then-clauses is acéghhted

far by the above analysis. Note that the 8 which is immediately

£

dominated by the Slbarl of (77) is not slashed, which can be
exploited by the semangxcs to force a "highest" clause analysis

of modification by when and jf. Neither can "reach" more deeply’

into this S than to the highest v-rb. I propose that preposed
when-clauses and if-clauses such as those in (76c) and (74d) that

occur with main clauses npt preceded by tngg will also occur in .

structures like (84).

. (84) : \ ' hl‘
ADVI2] S/ADVIL2]
.
ADVL 2] s ‘
iflwhen ’

|

In"my view, the, then that fronts main clauses when

if-clauses are preposed, is the same word that occurs in
discourses such as the following:

(85) Al I’l]l] leave at noon.
B: Then 1’11 leave at three,

’

An interesting consequence of this is, since then clearly has an

interpretation in (835), is that it should also contribute to the

meaning of a sentence like (75d). Interestingly, just as my
analysis predicts, Davis (mss) has pointed out that pairs like
(86) and (B7) do not have the same interpretation. :
' o
" (86) If you open the refrigerator, it won’t explode.

~ . ‘
(87) I you open th.'rd#rigyrator, then it won’t explode.
. TN ol

As Davis notes, (B6) is true of ordinary refrigerators, while
(87) is true only of refrigerators rigged to explode unless

opened. | mee this as especially strong evidence of the s.mantic"

benefits of the present syntactic analysis.

' &
Conclusion

I have provided quite a number of argumbénts in nupport(of an
acdverbial' analysis of conditional clauses in general and /of an

adverbial relative clause analysis in particular. In a sdns.y

this comﬁd down to\ arguing that if is a constituent [of the

M ﬂ’f’ oo
Lo s

%
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clauses it introduces. 0On the other hand, unjegs is treated as
constituent of main clauses, like ite morphologically similar
temporal cousin until. These may seem to be rather small potatoes
to those 'not versed in monostratal syntax, . but this is an
impression worth correcting. Whatever one’s theory of syntax,
one must get the surface structures of sentences right to get
much of anything else right. Even transformational thgeries are
houses of cards built on surface structure piles even tRough they
may seem to be grgndér. i
' ‘ :

FPerhaps tthe m#st important feature of the present analysis
is that it brings conditional clauses into line with other types
" of adverbial clauses. In this connection, I shbuld, perHaps,
point out that although-clauses, whigh I have never had much to
say about, fall ‘out rather nicely in terms of this analysis.
What they are is simply the factive q@znterpart of if-clauses,
which are modified by even. I propose assign them essentially
the same analysis as unless-clauses get. Lycan’s semantics can
easily be expanded to include them. Just how Hecause-clauses fit
into the program is not as clear, though it would be surprising
if they were not also to involve quantification bver events.

This work was oOnce reqgarded as quite abstract, for it
- involved postulating antecedents for adverbial relative clauses
introduced by whea, while, and where and antecedents and relativJ
adverbs - for clauses introduced by before, after, until, and
since. Interestingly, the most essential syntactic features of
this analyifq are accomodated quite easily within the monostratal
framework, GPSG, resulting in a description which is no less
insightful syntactically than the transformational treatment. As
a result, I believe the analysis must be all the more-persuasive,
since it is syntactically more conservative.

1. Interestingly, traditional grammarians, who do not wseem to
have qsen much influenced by logicians, did not single out

conditional clauses as being of radically greater impoPtance than
other types of adverb clauses. -

2. This preference of logicians, who are linguistically naive in
their own way, is itself of interest, as is the fact that they
virtually always cite conditional sentences with the jf-clguse .
preposed. See the example sentences cited in Harper, Stalq’z:r,

and Pearce (1981) for confirmation of these points.

3. See Clark and Clark (1977) for an interesting discussion of
this point. | : .

" P .

4. Though our research i dond/auit. separately, Lycan and I are
collaborating on the devel opment of & general thepry of
condiktiorfal sentences. This effort emerged out of a course Lycan
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and I once jointly taught at The Ohio State Univérsity. We were
examining Geis (1973), a paper in which I provided a syntactic
‘analysis of sentences like (1) and (2)-(6) and argued for the
view that a correct semantic analysis of conditional sentences
must employ quantification over events or cir&umstances, a
semantical point of view that has come to be quite fashionable
(Barwise and Perry 1983). This semantic analysis led Lycan to
give the essentials of his very much more sophisticated semantic
treatment, which in turn inspired me to redo significantly my
syntactic treatment. ' '

5. The reason 1 say this equation is Question begging 1is that it =

was believed correct at that time to use semantic evidence (e.g.
coocurrence data) in determining the Deep QSQtructure of a
sentence. Obviously, use of semantic data in the study of Deep
Structures of sentences will have as an inevitable result that
Deep Structures be Logical Forms.

6. 1 am not recanting the views expressed in Geis (1984) and Fox
o and Geis (1984) about the limitations of people’s logical

capacities. But the view that people do not control the

validity—-invalidity distinction does not require us to believe

that people are not able to recognize (at least roughly) some
. synonymy relationships.

7. Bresnan and Grimshaw (1978) made no reference to Geis (1970a),
which is perhaps due to the fact that MIT disertations are hard
to come by even for those who teach at MIT.

8. I shall show below that the minimalist syntactic theory,
Generalized Phrase Structure Grammar (GPSG), proposed originally
by Gazdar (1981), and pursued in Gazdar (1982), Gazdar and Pullum
(1982), and other papers provides  sufficient descriptive
apparatus to state this analysis, despite ite admirably
restrictive character. '

9. This analysis, taken as an analysis of the meaning of English
if...,then..., has very 1little to recommend it. The connective

if...,then... 1is, of course, not truth functional-. This was. .

shown in Geis (1973), 1is argued by Gazdar (1979) in & more
general way, and is further argued by Lycan (1984).

10. Interestingly, Jespersen (19611 V.4.344f), who recognized
that many of the so-called "subordinating conjunctions" (e.g. the
connectives of (1) above) were morphologically sesimilar to such
things as relative . pronouns and prepositions, called {f a
"conJunction proper." Whether or not he meant to be advocating
that jif is therefore grammatically just like and and gr in syntax
is not clear. \

11. Though I know of no one who has seriously proposed that the

clauses that make up conditional sentences are coordinate in

character, it, is nevertheless, not a straw man position. In her
7 doctoral thesis, Heinamaki (1974) proposed that, the temporal

' - 154
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1
connectives, when, before, and until, etc. re coordinating
con,uncitons, and this 18 a great deal less plalsible than that
if 18 & coordinating conjunctiaon. Her arguments againmst

Geis(1970a) are unimpressive, to say the least.

12, 1 am indebted to Arnold Zwicky for this observation.

13. These very important examples are due to Lakoff (1972).

14. Reference to "($n)," where "n" is a numeral, is to a rule
number in the Fragment following the text.

15. Arguments of a linquistic character (i.e. arguments that are
not wholly semantic) that conditional adverbials generally and
if-clauses 1in particular make covert reference to events are
given in Geis (1973). The Lycan (1984) paper contains a rather
more sophisticated version of this analysis, with additional
motivation. ¢

16. The analysis I give of the syntax of if-clauses can be
extended to nominal occurrences of them. See rules ($3)  and
(7). 1 treat indirect questions as [fraeel [intlerrogatives (=
(int(free)1). The only conditional [cond] proadverb [prol that
can occur in free interrogatives is unmodified if.

17. These names reflect the transformationalist idiom within
which they were first discussed. Abandonment of. this paradigm
does not, of course, require that we abandon all of what can be
learned from data once believed to support it.

18. Arnold Zwicky has pointed out to me that one can also conjoin
when and before despite the fact that the former is a relative

proadverb and the latter is a preposition:
(1) I will leave when or before you leave.

Because of thié,'l propose to treat prepositions as adverbs. In
the Fragment additional motivation is given.

19. I take this as evidence that Hglggg and yntil are in the same
lexical class, which is the treatment of. the Fragment.

20. To those who would object to the view that j{f is a relative
proadvertl on morphophonological grounds, I would say two things.
First, how and who differ phpnetically from what, uwhen, where,
and why, but this does not stop us from saying that they, like
the others, are interrogative pronouns. Second, in hosts of
languages, the word used to signal conditionality is homophonous
awith the word used to wsignal “simultaneity" (and in English, as
noted above, temporal words are sometimes used to signal
conditional meanings.)

21. Larson’'s work does not include conditional sentences, so I do
not know what his stand on the issues just raised would be.

’
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Q 22. See Stump (1981) for a semantic account of these facts.

\ 23. When lecturing to an introductory class on 'English syntax
taught by Edward Klima in 19464, I proposed the relative clause
analysis of conditional sentences, noting this counterexample. I
decided later that this sufficed to wreck the analysis. [t was
only on seeing Lycan’s impressive reformalization of my sketchy
semantics for conditionals, that I returned to this analysis.
This semantic treatment clearly wants a relatiyg clause syntax.

k.\ 24. Lycan takes a paraphrase like (62) to be especially
perspicuous in regard to the meanings of conditional sentences.
I agree with him, and we are working toward a book-length
treatment of conditionals that reconciles his intuitions with the
syntactic analysis presented here.

25. See Stump (1981) and Larson (mes) for alternative
interpretatiqgns of these facts. :

26. AW Sapir (1921) noted, "all grammars leak," and theories must
be deviged in which leaks are intrinsic features of grammatical
descriptions rather than the embarrassments they usually are.

27. The slash category on the sister to the mother of then is not
introduced by the rule that. gives us then, but by Adverb

Freposing ($9), the rule that positions the when-clause in
initial position.




A Fragment

In this section, I provide an explicit chracterization of

the syntax of adverbial clauses generally and conditional clauses

in particular. In the process, I more fully develop the
relationship between jf-clauses and other types of conditional
clauses, as well as other types of adverbial clauses, providing
in the process a sketch of the motivation for the details of the
analysi$. I assume (a bit loosely) the framework of Gazdar and
Pullum (1982), and Gazdar’s (1982) treatment of relative clauses
and of free relatives of the sort Bresnan and Grimshaw (1978)
were concerned with. :

I. Phr;se Structure Rulés
($1) ~ ADVL21 —-=--> ADV N[21]
a. at noon, in the garden, etc.

I am treating prepositions as adverbs because some can stand
alone as adpparent adverbs ] haven’t done that before and can be
thought of as intransitive adverbs. Those that require ob jects
can be thought of as transitive adverbs. .This approach to
prepositions goes back to Jespersen (1961 1I1.1.19).

($2) N[22 -~--> N[2]1 Sibar, +rell
a. the place where Joe lives. (with $6)

b. at the time at which Joe left. (with $1 & $64) .
Q :

Ip Gazdar and Pullum (1982) a given feature' is sometimes treated
as binary and/ sometimes treated. as having other features as
values. I shall exploit this by taking ({rel(free)]l] to entaill
(+rell. Though a bit equivocal, thik view of features is clearly
a coherent one. I shall treat (rel(free)]l] as the marked option
for [(rel]l. So relatives with heads are  unmarked relatives and
those without heads are marked.

($3) X[21 —~=-> ADVI+quantl X[2] '
.Aa. .0Only (John, only on ’fu-sday, even on Tuesday
This rule allows for the quantificational adverbs gnly and even,
which I am treating as adverbials that can only modify phrasal
categories (X[2]). One of the values of [+quant] is [+negl and
the other [-negl, features that play a rdle in triggering

inversion, as will be shown below.

($4) ADVL21 -——-> ADV ADV(2] ‘ . 1

a. up at the blrn,_gngil.thun
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~b. only upntil then (with $3)

This rule allows for adverbjial objects for certain prepositions, .
most of which can also, occur with noun phrase objects. See GCeis
(1970a, 1970b) for relevant argumentation and the lexicon below
for lexical details.

(#3) . XCL2)] ----> Slbar, freel

®

COND; C[+prel € XL21 > C-slashl ¢ SCbar, freel

a. I will leave when xgg leave

b. I will go from where you are to where he is.

c. John IM- near whers Bill lives.

d. This is where he went.

®. When you leave, 1’1l leave.

f. If you leave, I’'ll leave.

{
+ 9. Igonder where he went.

h. 1 wonder jif he went. ’

i. I wonder whether gr not he went.

jo I will leave whether or not he went.
This rule.allows for clausal noun phrases ing adverbial phrases,
twhich are either relative or interrogative in character. I am
treating embedded free relatives (a—f) and interrogatives (g—j)
as instances of the class of “free" noun phrases and
interrogatives. Aa I am using the feature, [freel] is a value of
[rel]l] and of [intl, the ~marked value in each case. It is
tempting to treat (i) as a free interrogative adverbial clause
becavse of its similarity to (i). The condition on this rule is
to insure that preposed free relatives are not slashed, i. e.
are not ambiguous.

(86) S8Slbarl ———> (ADVI[2, +whl) 8/ADVL2]

COND: [+free) « SCbarl > [+prol « ADVI[2] :
If the mother node has the feature [+freel, then the daughter
node ADV(2] has the feature ([+prol, a feature I use to force a
monolexical pronoun for free relatives. 1t does not correctly
get (85h), for whether or net is obviously not' monomorphemic,
though, of course, whether is. . '

a. John lives where Joe is working. (with $35)

oW
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b. John studied until Joe left. (with $4 & $5)

€. John lives at the place wiece Joe lives.
(with $1 and %2). o ¢
d. John lives at the place at which Joe lives.
(with $1 and $2).

@. I left by the time he arrived. (with ¢1 and
*$2)

f. I will leave in any circumstance in which you
leave. (with 1 and $2)
L}
As stated this rule gets all sorts of relative clauses, including
ordinary relatives with heads (c, d, e, ) and those without (a,
b), which have, as "romplementizers" a monolexical pronoun or
proadverb (a, c%, prepositional phrase (d, f), or nothing at all
(b, @). This rule gets only "true" relative conditional clauses,
like ($6f). To get jf-clauses or in the avent that §
constructions with this rule would incorrectly predict that they
can be ambiguous. See the next %ule.

.
L] -

(¢7) Slbar, +condl ----> (ADVL[2, +prol) 8
a. I will leave if you leave.

b. I will leave unless you leave. (with %4 and

',f

€cC. I won’t leave unless’f &ou ask me to. (with
$4 and $35, see also the lexical information on

unl ess)

-

d. I will leave in the event fhat you leave.
(with ¢1 and ‘
$2) ~ - f

This rule gets us conditional clauses. Because the S node to the
right the arrow is not slashed, conditional clauses cannot be
ambiguou If the pronoun is [+wh] we get jf; if [-wh], we get
that. This® distinction is required in order to get jin the svent
that S conditionals. .

(¢8), 8/ADVLZ, +cond, -~whl —-—---> ADVI[2, +pro, -whl 8

COND: [+negl « ADVL2) D [+inv] « 8

~a. If you lJeave, then I’'1l leave.

b. If you leave, only then will | leave.

This is is the rule that qets then into the main clius-l of
sentences with preposed jf-clauses, which is the last remaining

4
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instance of the correlative construction most dialects. The rule
1s therefore ad hoc in the desired way, a synchronically
explanatory theory of if being a theoretical pipedream. We must
build into this rule the provision:that if then is modified by
only, its sister S must be marked as undergoing inversion. As I
see it, the COND of this rule is a condition on any rule
introducing ADVE2] and S as sisters, including the next rule.

($9) . S8 ———->» ADVI2, +prel) S/ADVLZ]

a. At.nopn,'John left. 1

b. If you leave, 1’11 leave.
c. Only if you leave will I leave.
d. 7?0nly if you leave then will I leave.

This is adverb preposing, of course. It is subject to the
condition on the previous rule. If we wish to block ($9d), we
will need to say that if ADVILI2] is C[oumodl, then S/ADVI2] is
[zemod], where [quant] is a value of [+mod]l. The feature [+prel
([+prel = ‘preposed’) is there to quarantee that preposéd free
riel atives are not ambiguous——see Rule ($%).

11. Lexical entries

A. at, on, "in, up, until, ¥unless = +'Rulm ($1)

B. only, even = +Rule ($3)

C. up, until, unless, glthough = +Rule ($4)

D. near, in front of = +Rule (‘4?

COND: [+pfep] ICW [+rell O C[+adv, +whl a [+rel]

The stipulation——for place prepositions, but not time
prepositions——is that if npear and jin front of occur in
construction with (ICW) a relative clause, the clause must have
“an overt relative proadverb. I use the notion "in construction
with" here for perspicuity, and do not mean to be making the
claim that this notion is required.

4 L]

E. until, since, before, after, unless
COND3 tgarép] ICW &k+rell D [-wh) € [+rell

The condition*~for time and conditional prepositions, but not
place prapositiohs——guarantces that relative clauses introduced
by these words will not have an overt relative proadverb. For
those who can say [ wan 1+’ leave gnlcgg’g you ask me tgo, as I can,
wnless is not in  this 1ist.e I know of no analysis yof
condxtionals that can cope At all with this datum.
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F. if, when, where = [adv(pro(wﬁ))]

G. then = [adv(pro(—wh))]

G
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‘German adjective agreement in GFS5G*
; ) ,
" !? " Arnold M;.Zwicky i
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0.  Summary

Determiners and adjectives in German agree with tHeir
head nouns in case, gender, and number. In addition, all
adjectives have three paradigms of inflectional forms,' which
are traditionally called ‘declensions’: strong, wealk, and
mixed. whlch declension an adjective occurs in depends on
the determiner it combines with, a phenomenon traditionally
called ‘agreement’. Section 1 presents the main facts about -,
adjective agreement in German, in a fairly theory-neutral
fashion. .

In a rich theory of syntax (like classical
transformational grammar) it would be easy to write rules for
German whifh have the right effects.' My purpose here is to
explore hpw to describe German adjective agreement in a
distinctlyy lean theory of syntax, namely generalized phrase.
structurg grammar (GPSG). Section 2 enumerates the principal
features' of GPSG, paying special attention to those that
m1ght figure in accounts of agreement.

-

Sectlons 3 and 4 attack the problem of the three

ad'ectlve declensions. In section 3, several functional

ounts of the distribution o(,forms are subjected to
scrutlny and found wanting. In section 4, GPSG descriptions
treating the phanomena as 5chategorlzat1on are shown
to be unsuitable,. and those treating them as agreement are
shown to be unavailable. The appropr1ate GPSG analysis
involves government rather than agreement a conclusion that
leads to some general comments on the descr1pt1on of
government in GPSG6G.

I begin with a.reaSOnablybprecise, though unformalized,
account of{fhe relevant German facts. '

ter, and feminine) and two grammatical numbers (singular

d plural). Only four'of the.six combinations of gender and
numbher are ever morpholog1ca11y distinguished: MASC- S6,
NEUT -~ SG FEM“SG PLURﬁL

(}E( The language.has‘three grammatical genders (masculine,
u

There are fcur grammatlcal cases- nominative (NOM), .
accusative (ACC), genitive (GEN), ‘dative (DAT). These combine
with the four gender/number possibilities to yield a paradigm
with sixteen potentially distinct NP forms .in it. :

\ / N . . .
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_ ... +b how turn to a gummary of the gdiective declensions
» ' (sectiof 12.1), the corresponding cldsses of determiners
T {(1.7), and the dec lensi1bons to which tHe*determiners

themgelves -belong (1.7), with a summary of these matters 1n

o section 1.4, Declensions of nouns are treated in section 1.5,
v where 1t 1s pornted out that the ‘declensions’ of nouns and

-~ . .

* - determiners are lexical categorizations, whereas the

‘declensions’ of adrectives 1n German are imposed, by
constituents with which the adjective i1s 1n construction.- -
Section 1.6 looks briefly again at the grammatical categories
nf gender, number, and case, 1n comparison to the declensioﬁi.'
categories. And section .7 summarizes the wholenbu51nésé}

. [
1.1, The adjective declensions

¥ German ad)ectives occur 1n three paradigms of forms:
L 2
‘ f —"strong’ forms, which occur with A fero determiner or
with an 1nvariable determiner like zwei .
——“weal " forms (with massive levelling of tHe ‘i

@ distinctions marked 1n the strong forms), which, occur

o with der “the’, dieser “this’, jener “that’, welcher
v ‘which’, and solcher “such’;
~"mixed’ forms (with some endings from each of the two

other sets), which occur with ein ‘one, a’, kein ‘no’,

7 ‘and the possessive pronouns (mein “my’, unser ‘our’, and
SO on).

<

——— e D . — e —
—_—_—T .= —_———— e~ T e e et e
D — e ——

K . :
The”end{ngs for the three sets are shown in Tables 1-3.
’a Si1» of the sixteen case/gender/number combinations have the
same endings in all three sets; these si» are tnderlined in
o the tables. Notice that the mixed declension is indeed an
’ ‘amalgam of endings from the strong and weak declensions,
though with the weak declension predominating: of the ten
,endings that differ in the strong and weak sets, the mixed
o set takes seven from the weak and three from the strong.
' With some justification, we might theh consider the mixed
declension as a spécial subtype of the weak declension. In
.+ what follows, I will call the stromg declension ®*Declension
S’, the weal declension “Declensiof W', and the mixed
Lo declension ‘Declension W-MXT. o

-




( CASE MASC-SG  NEUT-5G  FEM-S6 PLURAL
( ‘
v NOM -er -es -e —e
ACC -en —es . —e -e
a ' L
GEN —en —en —er —er
DAT —em " -em -er -en .

" Table 1. Sfrong adjective endings.

-
, LASE MASL-SE  NEUT-3G  FBM-56 PLURAL
NQU e -e - —-en
ACC  ~ -en —e -e -en - ‘
’ GEN —en —en ~en —en
DAT ' —-en -en —en —en

-Table 2. Weak adjective endings.

——_— = —E . a X —_— = — L e

CASE o 11ASC=SE "NEUT-SG  FEM-SG PLURAL

NGO —er -es -e -en
ACC —éﬁ -es -e -en
, GEN -en —en —~en ,sen
+ DAT —en —-en —en -en )
K Table 3. Mixed adjegtive endings. -~

———— LS s DA SRS

1.2, The determine- c!assses

Several remarks should be made \gbout this array of .
facts. First, the grouping of factor®~conditipning strong
vs. weak vs. mixed adjective declension is not semantic, at
least not on any account I can imagine. In particular, the
ﬁeterhlners ‘conditioning strong declension includef both
definites (like zwel) and indefinites (like the zero
determiner and the- 9\c1amatory1indecl1nable determiner
gngQ)- the determiners conditioning weak declension also
include both definites (like der) and indefinites (like
welcher): and the determiners cpnditioning mixed declension

also inclyde both definites (ljke fein) and indefinites (like

ein).  That is, i1t appears that the Hivision of determiners
& . . " »

L}
~
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into three classes 1s?a grammatical, and not a semantic.,
classification. The three classes might as well he named
‘Class I, *Class 11", and °‘Class IlI'+--and, indeed, in what ,
follows I will use this nomenclature.

1.3. The determiner declensions

upxt, two of the three classes of determiners are
declinable, and for each clasas there is a single declension
type. The endings for.Class 1l determiners are shown 1n
Table 4, those for Class II1 determiners in Table 5. Notice
that the endings for Class Il determiners are almost
the masculine and neuter genitive sinqular endings (both
-es)* differ--dnd that the endings for Class 111 determiners
are closer to the adjed®ive declension conditioned by Class I
determiners than to either of the others (the Class I11
determiners share eleven of their sixteen endings with
adjectives conditioned by lass I determiners, and only four
endings with adjectives conditioned by Class II or Class III
determirf®rs) .

4

1.4. Summary of the data so far
. ..

To sharpen, and abbreviate, the observations of the
previous paragraph: Class I determiners are indeclinable;
Class Il determiners belong to a subtype, call it ‘Declension
S-ES”, of Declension S (with .a special ending -es in the
masculine and neuter genit{ve singdlar); Class III
determiners belong to a subtype, call it ‘*Declension S-ES-Z’,
of Declension S—-ES (with zero endings in the masculine and
neuter nominative singular and the neuter accMmative
singular, as well as the special ending -es iMh_the masculine
and neuter genitive singular). In other words, though
determiners of Classes II and 111 condition adjectives of
Declensions W and W-MX, respectively, the determiners
themsel ves belong to (subtypes of) Declension S.

CASE MASC-S5G - NEUT-S5G FEM-56 PLURAL

NOM —er -es -e - "
ACC —en -es -e -e I‘
GEN -85 - -es ~er ~er
DAT ‘ﬁEm —em —ar ~en

Table 4. Declensidn of Class I1 determiners.=2
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CASE MASC=SG - NEUT-SG  FEMZSG PLURAL
NOM zero zero , —B -e
ACC -en zero -e —e
GEN -89 *esﬂ, -er -er
DAT —-em -em —-er ©o—en

Table 5. Declension of Clasa 111 determiners.

Qs .

1.5. The npun declensions
A final complexity is that nouns also have several
declensional patterns, also traditionally described in terms
. oM *strong’, ‘weak’, and °‘mixed’ types (as in Curme 1960:
70-94). The strong noun declension is summarized in Table 6,
the weak in Table 7, and the mixed in Table 8.

The strong declension has one of three plural markers,
indicated by PL in Table 4: -e, with a zero allomorph, as in
Arm—e ‘arms’.and Engel ‘angels’; —e, also with a zero
al lamorph, actompanied by umlaut in the base, as in Soehpn-e
igons’ and Brueder ‘brothers’; and —er accompanied by uglaut
in the base, as in Buech=a@r ‘books”.> T

The weak declension (WQiCh cYntains no neuter nouns) has

—-en throughout the plural.

The mixed noun declension can be seen ‘simply as a type

of strong declension with —en as the plural marker, and I
will do so here. One further type of noun decle®sion, used

_especially for forgign borrowings like der Domino
‘domino’—-with —-s in the genitive singular of masculine and
neuter nouns and throughout the plural, and gero endings
otherwise-—is also clearly a subtype of the trong
declension. Consequently, I opt for an analysis with only
two declension classes for nouns, Declension S (strong) and
Declension W (weak). ™

What is important here is that nouns, like determiners
but unlike adjectives, are individually (and essentially
arbitrarily) assigned to particular declension®classes. Mann
“man’ belongs to the strong declensign (of the subtype with
umlauted’ -er pluralsg), but Knabe ‘boy” belongs to the weak
declension. Declension class is a lexical property of
particular nourgs and determiners; adiectives, however, belong
to no declension class lexically, but are assigned to a class
by virtue of the type of geterminer with which they are in )
construction. The declension class of the poun with which an
wdjective is in construction plays almost no role (but see
Durrell 1979: 71) in determiping the declengion class of an

~
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ahiective:r dies-er gut-e Mann: “thie good man® has a weal
adjectrval feorm occurring with a noun belonging to the str\yng
der lenciong gut-er Mann *good man® has a ‘strong adjectival
form wrth the sam@ nouns dieg er gqut-e knabe “this good boy’
had o weal adiectival form occurring with a noun belonging to
the weak'Jeclenﬁlnn: and gut-er Knabe ‘good boy’ has a strong

adjectival form occurring with the same noun.

.6 Other grammatical categories

Gender . li1le declension class. is a lexical property of
particular nounsy nothing predicts that Arm “arm’ isg
masculine and Hand ‘hand’ feminine. The gender
t:lassification af both adjectives and determiners is
determined by the gender of the noun with which they are. in
construction: dies-er Arm “this arm’ and ‘qut-er Arm ‘good

arm’, dies-es Buch ‘this book’ and gut-es Buch “gbod book’,

dies-e Hand “this hand® and qut-e Hand ‘good hand’.

The remafhing grammatical categories that play a role in
Ger man adjective 1nflection, number and case, are in general
not lexical properties of any word class. However, a
determiner , adjective, and noun in construction with one '’
another must agree 'in both number and case. Case 19, of
course, a property of whole noun phrases, determined by the
syntactic context in which they occur . I wil]l assume that
number 15 also a property of whole noun phrases, one that is
“freely chosen” rather than determined by context.

1.7.  Summary of the facts
- Declension is a lexical property of nouns and
determiners, but not adjectives; nouns are essentially
ei1ther Declension 5 (strong) or Declensiop W (weak), and
determiners either belong to a subtype of Declension S or
are 1ndeclinabhles

- -Determiners are levically (and arbitrarily) assigned to
Class I, Class II, or Class I11;

~The declension of an adjective is determined by the
class of the determiner with which it is in construction
(Declension S for a determiner of Class 1, -Declension W
for a determiner of .Class 11, and D¥éclension W—MX for a
determiner of Class hll):,

Gender is a lexical property of o sy but not of
determiners or adjectives;

The yender of a determiner aor adjective is determi gl

by the gender of the noun with which 1t is in
construct iong . .

169 | .
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~-LCase and number are assigned to noun phrases as wholes;
--And the case and -number of an NP must be duplicated as
.properties of the determiner, adjective, and noun within
that NF. ‘
CASE *  MASC-SG NEUT-SG FEM=§6  PLURAL
NOM sero zero , Zera -PL
QQQ . Tero zero zero —-PL
GEN -(e)s -(e)s zero -PL
DAT -(e) . - —(e) . zero " —=PL-n
Table 4 Strong noun declension.
CASE MASC-SG ~ PLURAL
. NOM zero . —en
ACC —-en —en
GEN -en zero —en
DAT . —EN " zero —en
Table 7. Weak noun declension.
-»
CASE MASC-SG  NEUT-SG PLURAL
NOM zero zero —en
; ACC zero sero . -en
GEN (er s -{e)a . —en
' DAT ifalkfd —(e) * ' —en
y i 'u able 8.  Mixed noun declension.
4
: 2. Generalized phrase structure grammar
v
K Given the above facts about the occurrence of certain

inflected farms in German, my task is now to turn this
relatively theory-neutral atcount into at least a sketch of a

priecise description. There are a number of theoretical o
L R D
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frameworts in which suc& a descwaption could be couc hed.
Transtormational grammar 1h 1ts many varieties, for i1nstance,
easily permits rules to be stated whhch will require one node
in a syntactic structure to bear certain features on th@.
basis of the features bhorne by other nades.

However, for my exposﬁtion I have chosen the theoretical
framework of generalized phrase structure grammar (GPSG),
especially as developed by Gazdar and Pullum (1982; hereafter
GP), because the framework 1s highly constrained, both in an
exact technical sense and also in a looser sense. The
describable sets of strings in GPSG (as defined by GP) are
all context—free languages; that is the technical sense in
which GFSG is a restricted framework. = Wdependently of its

" restriction to context-free languages, GPSG attempts to place

universal restrictions on the sorts of syntactic rules
langquages can have, and consequently on the set of possible
languages; that 1s the loose sense in ﬁpicﬁ GPSG 1s a
restricted framework. (What makes it loose i1s that .
restricting the set of grammars does not necessarjly restrict
the set of languages generated, as Wasow (1978) has
emphasized.)

’ In the remainder of this section, I describe the central
features of GPSG. Some of these are shared with gther current
syntactic theories, others are especially characteristic of
GPSG. Most have some bearing on the description aof German
adjective agreement.

2.1, @Dntext free rules

GPSG requires that all syntactic rules be context- —free.

‘That 1s, every syntactic rule in a lanquage descrilies a

p0551ble branching, of a ‘mother’ category into a set of
‘daughter’ categories, in cbnstityent structures in that '
language. A full constituent structure is consistent with
the grammar if 3l1 the branchings in it are described. by

rules for that lanquage. To say that

- S
Plural
Past
NP ‘ vP
Plural Plural
Count . P?st
! | Y
Plural ‘ ' Plural
Countw Past
Pi-o ' B I ’
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15 a constituent structure of English 1s to say that eac!: of
the three branchings i1n ths constituent structure--Flural
Fast § hranching 1nto a Plural Count NF and a FPlural Past Vb,
Plural Count NF bhranching 1nte a Flural Count Pro N, and
Fliral FPast MP branching 1nto Plural Past V--are licensed by
the asyntactic rules of English, and that the le:icon of
English includes they as a Plural Count Pro M and expired as
a Flural Fast V. i§

[ common with virtually all current Syntactlt theories
derived from, ar framed i1n response to, classical
transformaglonal grammar , GPSG decomposes cateqgories into
sets of properties. Thus, a category lilg .NF 1s decomposed
1into two components. one i1ndicating that 1t i1is a noun-type,
or nominal, ¢ategory, the other indicating that 1t 15 a

‘two-bar 4 or phrasal, cateqory; this decomposition can be
represented by the following notation, which has the spirtt
of GP’s proposals, while differing from 1t in details:
{CAT:N, BAR:2>.
In the same vein a Plural Count NP would get a representation
lite :
{CAT:N, BAR:2, NUM:+, CNT:+;.

In such representations, a property like CAT:N is
actually a pairing of an g;ﬁgkgggg, here "'CAYT, and a value,
here N.

The version of GPS5G given by GP treats categories as
complexes of properties, with internal structure. In
particular, there are significant subtypes of properties
within a cateqgory. GF distinguish (a) “head’ properties
(they cCall them ‘“head features”), (b) “foot’ properties (they
call them “foot features’), and (c) properties that are
neither heeF nor foot properties; within the set of head
properties, they distinguish (al) ‘agreement’ head properties
from (a2) all, other head pfoperties; within the set of foot
properties, they in effect distinguish between (bl) foot
propgerties (like reflexivity and wh-ness) that occur 1in
lexd#tal entries and (b2) jthe special “slash’ foot property,
which is used in GPSG analyses of constructions with gaps 1n
them. These distinctions in nomenclature correspond to
different sorts of conditions on the occwrence of properties
in branchings, but for the moment let me simply stipulate

"that it is necessary-to refer to two subsets of th

properties within a cateqory, and also.to refef irf turn to a
subset of one of these.

L]

To represent tfis categorial subsfructure, I will follow

\,

thln treating HEAD, FOOT, AGR, and SLASH themselves as

ributes, taking sets of propert1e5—~that is, i
catkgories—-as valuek, An example will clarify the g
propgsal. I wal suppose that number and case are he@d

\ - « ——
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prepertiage, whose attributes are NUMand CASE, respectively;
that number and case are agreament“ﬁ}opertiES- that reflexive
constituents helong to a category having .a foot property with
the attribute REFL: and that CAT and BAR are attributes of
properties that are neirther head nar foot properties. Given
all of these assumptions, the representation of an accusative
plural reflexive NF would be .

(CAT:N, BAR:2, HEAD: (AGR: {(NUM:+, CASE:ACC}}, FOOT: (REFL:+3}2.
Similarly, a plural clause with an NP “hole” in it would have .
a representation lite _ o

(CAT:V,BAR: S, HEAD: {AGR: (NUM: +3 3 ,FOOT: {SLASH: {CAT:N,BAR:2333. ¢

»
-3-  Metagrammars ' '

An obvious stumbling-block lies 1n the path of anyone
who maintains® that a grammar for a language is nothing but a
set of context-free rules describing possible branchings in
that language: The number of such rules, in any language, is
huge; and i1n any case merely enumerating this gigantic list
utterly fails to express any generalizations about
constituent structuyres. '

than list the rules. .Since each contextvfree rule 1is a - v e
description of an elementary piece of constituent structure,ff N
generaliz atxons about constituent structures can be stated as

generalx*atldns about the set of rules, in a “metagrammar’ ‘ AP
that' describes the content of the grammar itself. The AT ‘fﬁi
principles in this metagrammar might be of many types——some . * B N
universal, some language-particular; somg summarizing sets of .

rules in a single formula, some deriving sets of rules frdm"a-

rule prototype, some predicting the existence of sets of =~ ° §
rules on the basis of. the existence of other setS*—but mpst . M
of these details need naot concern us here. What is 1mpowtant _
is that the general program, of describing a large set- of, ‘ e
context-free rules in terms .of general pr1nc1pIeS, is at ‘

least plausible. _ 5 ) ) .

Certain features of this program are imﬁbrtant f0~u5§ ‘__g”
however. , These are treaﬁed in the next two subsections. - )

2.4. Free 1n5tant1at10nl implications, and’ def aults.

Conslder, as an erample, how to describe the fact that 1n‘
German 1t 1s generally the case that the number of an NP can
be “freely thosen’--that is, does not depend on the number of
neighboring constituents. The apparent difficulty is that
essentially every time we want to state a rule introducing '
NF, we must state two rules, one to introduce Singular NP and .
one to introduce’ Plural NP, A generalization is being

missed. \ . S ey

-

-
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v One solution to the problem 1s to state a prototype rule e
Lthat does not.mention number but. merely introduces NF, and to AR
" lTet the values of the NUM property be “freely 1nstant1at d’.
Every such ;prototype rule then acts as an abbreviation for
two Fules, one mentigning the property NUM:— and one ‘
ment ioning the property NUM:+. In general, we can suppose
th.»«t ‘
1 i
Froperty values are freely instantiated, except where
this would be contradlcted hy some other pr1nc1ple of the
metagrammar. : i : : )

The very opposite ‘sort of sjituation also occurs, of
course, In sugh tases, the range of values for, K some property
is completely determined by bther property values within the
s ame category. For 1nbtance. in- section 1.5 above we '
remarted in passing that there are no neuter houns with the

" weak declension; that is, a noun with the weak declension is
‘either masculine or feminine. .The sort of general principle
we need to state here happens to be language—particular, but
what is important is that it is implicational in form: 1f N
has the property DECL:W, then N'alsoc has.the property GEND:=M '
or GEND: F Thys, . B

The metagrammar 1nc1ude5 pr1nc1p195 predlgtlng the range

.of values'for one property. on 'the basis.-of the values ot

other prmpertles within the same ‘Tategory. ' '

.

©

In some cases. the retatdonship bgtween_proberti&s within
.a c&tegory is not implicational (inh the sense that one set of .
_propert195 requires another) but nearly fmplicational’ (in

with another)

An instance of this’'latter relationship in German ‘
concerns the grammatital case of the direct object .of a verh: R
There are verbs that reqdire their .d¥rect objects to have '
dative case (aghneln “tesemble’, for instance), and ‘verhs .
that require their dxrect obJects to have genltivé cas s
(genesen ‘be delivered. of, .give birth to’ ,vfor instance]), but
nearly all verbs require (or permit) .their dlrect obJects to -

- have accusative cas cannot say that if an NP is the
direct object of a verb then it is accusatlve——but we “can
say that if an NP is the direct pbject of a verb; then 1n the

. absence of further’ information we expect it to have. :

, accusative case. Accusativé case is the default a551gnment o /

,of case to direct obijects in BGerman. In general, then, we' P
want to be able to say that ' :

The metagrammar includes principles that assign a certaib'“‘ B
value to same property within a category in the absente i
of some other principle assigning a value to that . '
preperty in. that .category. _ R

N e B . . . . B "
" . ) FERRS o
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My example happens to be specific to German. hut
universal defaulg assignments are also possible. Far
instance, 1 will assume that the default value for any foot
property is -3 the German’ 1e>1c0n must provide -the

— — i —

dieser .or unser (1n German) or gnlg or our (in Engllsh) has

the foot property WH:-.
2.5. Principles qoverning property agreement

The reason we want to distinguish head properties from
foot properties, and agreement head properties from other
head properties, is that principles can be formulated that
govern the wdy in which each type of property can occur in
branchings. A significant claim made by GP is that much of
_ the content of these principles is universal rather than
o ' language-particular; I will comment on this aspect of '
feature—agreement in the next section.

Biven the GPSG proposal that rules describe nothing more
than a mpther category and its daughter categories, there can
be gnly two types of conditions on the co-octurrence of

. properties between constituents: those relating the

properties in thée mother category and the properties in (one
_ or more) daughter categories; and those relating the
'ﬁ - properties in two (or more) daughter categories under the
" same mother. GP suggest conditions of both types.

Conditions on the co-occurrence of properties could take
many foarms, of course. As it happens, the three conditions
proposed by GP are all positive, rather than negative, and

' (in combination with a#sumptions about free instantiation,

‘ implications, and defaults) they all have the effect of

S requ1ring that certain properties agred, that is, have the

' . same values. Two of the conditions, the Head Feature
Convention and the Foot Feature Prlncgple, govern . -
mother-daughter property agreement the remaining condition,

-the Control Agreement Principle, vgrns property agreement
between tertain palrs‘of sisters.*

The Head Feature Convention (HFC) ensures that the head

., properties in a mother category and the head properties in
the,daughter category that is the head”of the construction
‘are identical. Assuming that the  /internal structure of a
German .(or, for that matter; English) NP involves the
‘brianching of NP into Det and Nom, Nom into AP and N, AP 1nto
A, and ‘A’ into A, then the HFC ensures.that the head
properties in the following pairs of categories are :

identical: NP ‘and Nom, Nom and N,*AP and A’, A’ and A. Rather
"more precisely, given a rule prototyqe that licenses the
_ branchxng of _ '

- : o . {CAT:N, BAR: 2}




L

into the daughters _ - ,
' {CAT:Det, BAR:0} (CAT:N, BAR:1}, ¥
the HFC permits the branching of %
, {CAT:N, BAR:2, HEAD: {AGR: {NUM:+, GEND:F3;3]
into the daughters o _ :
{CAT:Det, BAR:0} {CAT:N, BAR:1, HEAD: {AGR: {(NUM:+, GEND: F >3
but does not permit the branching of
' {CAT:N, BAR:2, HEAD: {AGR: (NUM:+, GEND:F333}
into the daughters ; ' _ ' _
{CAT:Det, BAR:0X {(CAT:N, BAR:1, HEAD:{AGR: (NUM:-, GEND:MI3I. .
Here, the HFC requires identity of the head propertiec'in NP
and Nom; similar statements can be made for qu and N, AP and
A, and A’ and A. : '

The Control Agreement Principle'(CAP) interacps_with_thé
HFC to describe grammatical agreement in languages. Given a

. . sister cafeqories, the caP has the effect of ensuring that

the two sister categories in a pair have the same. agreement

head properties. The list of agreement pairg-—-for the moment -

we do not have to be concerned here with where this list

comes from——includes NP and VP, Det and Nom, AP,and N. Then,

given the branching (just above) 'Of ' o

(CAT:N, BAR:2, HEAD: {AGR: (NUM:+, GEND:F2J} -

into ' ' - ' ‘ ,
{CAT:Det, BAR:0} (CAT:N, BAR:1, HEAD: (AGR: (NUM:+, GEND:F3}3},

the CAP requires that the properties in Det $ill out to '

{CAT:Det, BAR'O, HEAD: {(AGR:= {(NUM: +, GEND'F}}};

In Germah, the HFC and CAP together ensure that
determiners, adjectives and pouns in construction with one
another have the same values for the properties of number,
case, and gender. Speaking Very looselyf gender markangs'
‘originate with’ the lexical item N, while number and case
markings ‘originate wlth"the NP node domihating the whole
business. The HFC ‘requires that the gender marklng oan be“
duplicated on Nom and then on NP; the CAP requires that the
gender marking on Nom be duplicated on Det;: the capP also \
requires that the gender marking. on N be dupl;cated an AP' :
and the HFC ultimately requires that the gender markxng on. AR
be duplicated on A.- As’for case.and number, the HFC . requ1ree
that their markings-on: NP be duplicated on Nom’ an'd. then N, .
and the CAP and HFC, as before, require, that’ theae\markxngs }f?h b
be reproduced ultlmately on- Det and A.,,l ' ; ( BN N
The thlrd agreemant pr1nt1ple, the Faot Feature
Prxncpple (FFP)' requires. that a mother categnry possess ,
every foot property appear1ng in’ any one -of 'its daughte 7;,uﬂ-*‘f;w
categorxes.. -In. GP’s treatment, the FFP.acts’ as a constralnt Lo
on the free instantiation-of ‘faot. propertlesx and anly as'wﬁl :
,such- a constralnt- it. doea not"propagate properties A
.. appearing. in categorxes by V1rte§ of.rule ar metarule e
-appllcatxon. oL e = R VI
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2.6, Universal aspects of property-agreement principles

PO S P S gl prhpoed udpebaginsiilvpiing —— —— e S D - B e e L T —— e e e e B S

GP assume that all the content of the HFC, FFP, and CAP
15 universal. What is potentially particular to a given
language, on this view, is the list of head properties; the
specification of which daughter constituent is the head of a

_ construction; the list of faot properties; the list of
£ 7 . agreement heatd properties; and the list of agreementgpairs.

In facf, GP entertain two further restrictions on
language-particular variation. First, they observe that
X-bar synta%- generally assumes some .universal principle
(referring to category membership and bar level) that picks
out the head constitudent (if there is one). Their own
prgposal takes a somewhat different tack, markihg heads
{explicitly but. then using the HFC to predict their category
membership., In any event, it seems clear that selecting the
head and assigning it category membership are not independent
operati?ns.' '

.-

. Second, GP propose that the list of agreement pairs be
&niversally determined. Indeed, they propose (building on
ideas in Keenan 1974) that the list can be derived from the
semantic principles associated with syntadctic branchings:
their statement of the CAP requires that two syntactic
constituents standing semantically in a .
‘controeller™-"contrpllee’ (roughly, arqument—functor)
relationship have the .same agreement head properties. I will
nat explore this proposal here. It is sufficient to observe
that on any reasonable interpretation, the CAP will require
that German nouns and their accompanying adjectives and
determiners all have the same agreement head properties.

If universal versions of the HFC and the CAP are-to
‘provide the basis;kpr a highly effective theory of
agreement’” (GF, 31); then the interactign of these two
principleg must He.the only source of systematic agreement in
head properties between two categories neither of which
dominates the other; in particular,'fhe CAP must be the only
source of systematic agreement in head properties between two
sister cateqorjes. The GP proposal for, agreement would he
completely undercut if there could be language-particular
(meta)rules réquiring identity of properties between Sister
categories. There is already genuine variation from-language
to language as to which praeperties are agreement properties,

‘inclwding the possibility that the set of agreement
properties i1s empty. If languages with an empty set of
agreement properties could nevertheless. have idiosyncratic
agreement rules, then there would be no pattern of property
agreement or disagreement that could not he given a
description; the CAF would not constrain grammatical theory
"at all. We appear to need something like the following

Property Agreement Restriction (PAR): 7 .o’ .




“lanqguage—particular agreement (meta)rules either. These.

No language-particular (metadrule requiresfagreement in
.one or more properties between two sister constituents.
> One further aspect of GP’s treatment of agreement needs
amendment here. GP do not constrain the set of head’ (or
foot) properties in any way, but it was surely not their
intention to suggest that each language could select its own
set‘of head properties to function in the HFC and CAP and its
own set of foot properties to function in the FFP. Rather,
universal: §rammar should permit only a finité number of such
properties; indeed, universal grammar should provide finite
lTists of the properties available f service in any ¢ _
particular grammar, a Universal Head Property List (UHPLY and :
a Universal Foot Property List (UFPL). The attributes on the
UHPL correspond to the familiar grammatical categories of
person, number, gender, definiteness, case,: tense, aspect,
voice, mood, negation, and *he like. The attributes on the’
UFPL include at least WH, REFL, and SLASH.

In referring to properties like NUM:+, GEND:F, and WH:-,
I am insisting that the properties on' the UHPL and UFPL are
not mere formal counters (hat just the names “NUM:+”, .
‘GEND:F’, and so on), that they have some substance. In
particular, I require that every property on the lists ‘have
semantic concomitants.. I am not maintaining here that these
‘grammatical categories are virtually always arbitrarily -
distributed in the lexicon to some extent. I am maintaining
that head and foot properties are never fully arbitrary and
language—particular categorizations of words and phrases; if
they tould be, then there would be no point in 'having a UHPL
and UFPL. Fully arbitrary and lanquage—particular ° .
categorizations of words are indeed possible-—declension
classes of nouns and conjugation classes,of verbs are clearly
lite this 1n some languages—-but, assumﬂéb the UHPL., and UFPL,
levical properties of this sort cannot be either head or foot '
properties and so cannot be subject to the HFC, CAP, or FFPj
and, assuming the PAR, they cannot be subject to '

principles.

To summarize: Parochial properties play no role in any
sort of agreement relationships, and are not drawn from a
substantive universal list. In contrast, agreement .
propertips are distributed via the HFC and, CAP, and sincd
they ard head properties, they must be chosen from a
universal list and cannot be invented afrésh for each

language.
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The CAP is designed td cover only phenomena of
grammatical agreement, in a H:rrow sense. It prov1d¢$ no * '

. Wte ’e
account of ‘agreement between gnaphoric elements and their ~ !

antecedents, as when 1t is’ sald that the pronoun er agrees
dass er krank ist *The man says that he is sick” .
Anaphor—antecedent agreement in.GPSG needs a different sort .
.of account from the one the theory makes availabhle for .
describing (for instance), the agreement in gender and number;
between the article der and the noun Mann in this example. o,
The analysis of 'anaphoir-antecedent égreement will be closely -
tied to rules of semantic interpretation, perhaps via a
general principle llke Lapointe’s (1983: 125) Well-formedness
- ‘Condition on 5—structure5, which says that “If two word-level
categories in‘a S-structure are logicall onnected, en .
they must- agree on whatever non-— semantlc morphological 4 A
features they share’. - " AR .
4 . " . e
2.8. Lexical subcatggorxzatlon by rule index '

s * A
Just as they refraln from attempting a uniform semantic® .
/ * account of agreement osing instead to describe some facts
-entirely via syntact lgs and others in part by reference

‘ to semanﬁic interpretation, so GP reJ.pt thoroughly semantic:
< ' accounts for the ubcategorlzatlon of lexlcal items with .
. " respect tou the set of 515ter'categor1es they can comblnq('

with. Instead, they-argue that at least some e

subcategorlLatlon facts require a syntactlc treatment.

L} '\1 - . .
-

R They propose ass1Qn1ng each phrase structure rule an
index and letting this index be represemted as a property in
-any lexical category®introduced by the rule. ' If, for : , \ 7
instanhce, rule & expands NP as Det Nom,}then the Det , o .
. intreducéd by the ruie will have the index &6 répresented as "
N " one of its propperties. And any determiner that can combine ’
- with a Nom will have the index 61 represented asboqe_of its
properties in the lexicon. - C '

2= -
The remaining characteristic features of GPSG do not
. play & central role in my discussion of German, adjective
. ~agreement. I mention them here for completeness.
Ty T l .
. The firat of thege (already méhtioned above) is the use
of a foot property with the attribute SLASH to describe

N ‘gap—-filler deperdencies, for instance Ehe dependency between
a gap within a relative ‘clause and the relﬁtive prong t
». rves as its f111er.' - . o* v \
» /)
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\ Next 1s thé “IDLP format’, whihﬂ allows grammars to be
fr amed fﬂ‘a way that separates principles desgribing -

constituency (immediate dominance) from those deScrlblng the -

lineal Dfderlng of coconstituents.
Finally, there is the rule-to-rule semantics of GPSG,
_ the assugption what a rule comprises both a syntactic part
(sdqcifyl g a permissible branching into constituents) and a
semantic ‘part (a function specifying a semantic
rhterprgtation for the whole construct, given as arguments
the semantic interpretations of those.constituents). 0On this
assumption, two'rules are dﬁstinct and’ g0 ‘'get distinct
indices, if either their syntactic parts or the1ﬂ!$emant1c
parts are distinct. . . . r

.

e, . - o~

J
3. Analyzing ther declensxon functlonal proposals ) .-

—_——— —_——— = —— ——mamllmiTlixwr _———==

The GPSG framework of section 2 permits a satisfactory
description .of many .details about the forms that Berman
prenominal” adjectives take. In particular, agreement with
respect to case, gender, and number . (CGN) has already been . -

" sketcheld wlthln this framework. What remains 1§ an account
of the strong, weak, and mixed adjective (S, Wa and W-MX)

declensions as they relate to subtypés of .determiners (], Ify .
and III). , L, . # Y
‘ ”’ . . v ’a .

- L

Sections 3.2 thrpugh 3.5 examine a series of
. “funetiaonal’ propgpsals all versions of the idea (presented
in section 3.1) that th relatlonshlp between determiher
subtypes and adjective ec}lensions ﬂgllous from a general
"principle requiring characterlstlc——gnambl uous and.
nonredundaﬁt—~exponent5 of’ the morphosyntactjic categorabs
CGN. I am unable to concoct any adequate formulatlon of this
proposal. - -, -
) o 8 s -
Section 3.4 points out that ‘suwch a‘coh!tralht would be
both transderivétional and (in.part) nhonologltalg'therefore
not available in GPSG rules in any" caser Howevér, it woul &
;b ~expressible in a surface filter, rather ,than in a rule of
tax, assumirig that surface filters apply to ’.
morphophonologlcal representatldns. Even this last
(GPSG-acceptable) treatment, I argue, is inadequate.

Syntactic rules must relate determiner subtypes andadjective

declensions, and rules of allomorphy, that are adeguate for

German (sketched in section 3.7) do not referg,to functional

notions like ambiguity and redundancy apd do‘not even have to

refer to the phonolagical form of endipys.
v

. v
N ) " . ~
Al -

3.0. Property values and gonvengxonal refevenceg to- them S
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In the 1nterests of maklng it possibke to formulatéoat
leqst a few rules expllcitry, I digress hdFe on formal

b ) >

-
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.%' matters. Some readers mlght ‘'want to skip to the main bady of
< the'evpoektgon 1n sectlon q.l.

'/P_J{J / i )

LRI In the remalﬂder of" thls papér, for the sake of brevity
"o and clarity’ 1 will use ANOM™, YACC’, ‘GEN’, and ‘DAT’ to
. . refer to the, four casgs of Germaq;{ ‘FEM’, ‘*MASE” , and °“NEUT?
) * torrefdr to the three genders; °SG’ arid ‘PL’ to rafer to the
A ¢ . two numb&rsi 1, *I11’°, .and “III" to refer to the three

~ determiner classes;‘and 57, *S- ES’ ‘S-ES-Z27, ‘W, and
‘W-MX’ to refer to the daclenslon Classes of adJectlves and
determiners. These are all-to bhe understood as standing for

. property values, some’ of which were presented as simple in ~
L 5ect10n,2*but are 1n fact best treated as komplex.

¢ -y, . .8
' 'For 1n5tance, I assume (followlng Bierwisch 1967) that
the attrlbute EASE takbs as its value a set of two
propertles. with bivalent attrlbutes OBL (for .the oblique
cases, genltlve and dative, wversus the direct. cases,
ﬂOMlnatIVB and accusative) and GOV (for -the necessarlly

5 . governéd or object, e 2 ses, accusative and dative, wersus the .
" ) unQOVErned or' ,subject, cases, nomlnatlve and genltlve). A ‘
.  reference tor AT’ 1is then a “reference tg (OBL:+, GOV:+} as a’ 1
! /value for CASE. I-also assume (again followlng Blerwlsch)
8 that the attribute GEND takes as its value a set of two

propert;es, with bivalent attributes F (for the feminine '
- gender, as agalnst the masculine and neuter) and M (for .the
SN ,mascullne gender as, against the feminine and neuter). A )
. reference to%‘FQM’ is then a reference to {F:+,MN:~} as a -
o ‘ue for,GEND: And of ‘course, *SG’ and “PL”™ are references
to -~ and v+, respecfively, as values for NUM.
v, BRI : _ _ » .o* '
'Simirgr decompositieons arg.neéded for the properties of
" J-determiner class and adjective/determiner declension.
R . Without defending these cheices, 1 enumerate the properties I ‘
will be»referrlng to below. .. Thé bivalent attribute INDC
> separates 1ndeQ£;nable5 (in particular, Class I detefminers)
R frpm declinable -modifiers (Class II and 11l determiners, and
al} agjectlves) Theg hivalent attribute EIN separates the .
‘ein. words’ . lthe Class' 111 determiners) from the “der words’ - . .
(the' Class 11 determiners). The attribute DECL takes.as its
T t *value & wet of two prupertles, with bivalent attributes WK
A for the weaP and mi¥ed declensaaﬁs versus the strong
declens1on) and MX . (for’ the mixed NEFSUS the .weak
declenéloﬁ). As a resdlt of these decisions, a reference to
W-MX’ is'a rBfgrencd.to (WK:+, M:+3 as a value for DECL, ’
and a referehce ter “YTI1” is a ref rence to —~ as a va&ue for
INDC.in comblnataon wlth + as a value for EIN. S

Y
v

»
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; \ - ‘ . °u - '  ; . .

- 3.1. - The ghgzggsgzlgtzgegﬁggngng EPOEQéQ te _ S
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Faced with thq complew details of agreement in German,;‘.% T,

prenominal adjectives, some lingu15t5—~and language -

teachers--have sought a functional. account of' the facts. In

particular, it has repeatedly been suggegted that what lies
7 ﬂ'. ' - A Y

" . - o '0. .
d o ' - 0 - . '
. ' . .
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betind the principles of adjective declensiaon 15 the,general
¢« conditron that earh CGN comblnatlon Shogld have its own

. i

proposal the functlon of 1nflect10n (Whether of a noun,'a
determiner, or an adjective). 1s to convey informatiaon about
the mor phosyntactic categories of th* NP (cf. Durrell. 1979:
71¢.), and in the ideal case this information 1sﬁconveyed
both unamblguously and ~nonredu.ndantly.

¢

1.
* . T -

The char.acteri1stic- E\ponent proposal 1s sometimeg
presented to ldnguage learners via useful hints about how to
remembere the details of the adJectuve deqlen51on5, as in the

\\ _ following passages fram an outyine grammar of German, Eltzner

and Radenhausen (1930):
’O

.

L

Wealk Declension of Adjecti1vek. -——When an adjective is
preceded by a der word, .the gase endings of the der word
shows the gender; number, and\case of the noun modified.
The adjective, tnereﬁprg. doeéxnot.repeat these endings;
. it takes only the endings —~g ok —en. (p. 22)
\
[Mixed Declensian of Adjectives] When an adjective follows
an ein word whiéh lacks a case ending, the adjective
,  supplies the ending...When the ein word has the
. characteristic case ending, the adijective has the weak
ending... (p. 23)

aqiectivwes, i1t is impli€itly claimed, have distinctive
endings only when these are not rédundant expressions of CGN. -
ThUS, klein “little’ in der kléine Mann ‘the little man’

p sl g = LR D e

The key word 1pn the first gquotation i1s therefore;

. already indicates the CGN values "NOM SG MASC. The key word in
the second quotation is supplies; NPs, 1t 1s 1mp11c1tly ot
« claimed, mygst have unambiguous indjcations of their CGN, and
if these ar® not supplied by the determiner, they must be
supplled by the adjective. Thus, klein ln ein kleiner Mann

———— — e L D e e

a'little man’ has the strong form kleiner because this

indicates the NOM (vs. ACC) and MASC (vs. NEUT) values not
unambiguously supplied by the determiner ein.

~

(=
r

. Tne unadorned proposal

There are amu’mbe’Wexities in turning thesk
useful hints into a’ putative rule in the grammar qf Germarn.
. One was introduced in section 1.5 above: Head nourls bear
(some) markes of case and number, and so can contribute
something to the pool of CGN marks within an NP. Durrell
49M: 83) points out that noun forms can ‘resolve
ambiguities in the paradigm of the definite article’, in

cases like der Beamte "the official’ (NOM SG)_ vs. der Beamten

A, -

® ‘the officiale’ (GEN PL) and die Fremde ‘the (female)
, stranger’ (NOM/ACC SG) vs. die Fremden “the gtrangers’
(NOM/APC PLY. We mist decide whether a functTonally bhased
[} ' . : < ’ ~
\\ ' ¥ ) ’
B K N o d
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wrule treats the entire NP ‘as a morphoiogxcal prime’ (Durrell ' *

1979: 82) or whether it takes only deteérminers and adjectives
into account  (as seems to be suggested in the Eltzner and
Radenhausen quotatlons above) .

Rutting” this issue aside for a moment, I observe that
the gimplest’ formulation of the characteristic-exponent ' f
prop*sal (I) below, 1s obviously wrong.

(1) (a) A German NP A with CGN values I ‘must contain
inflectional material M making A unambiguously an
., exponent of I; that is, M must be phonologically .

4 " distinct from the inflectional material in any NP
with CGN values different from 1. ' )

. (b) In addition, M must be a,nonfédundant exponent of I;
that is, removirig any df the inflected words in A
must yield an A’ that is phonologically 1dent1cal to
an, NP with CGN values different from I.

A great many German NPs are ambiguous in the sense of (la),

and some unambiguous NPs are redundant in the sense aof (Ib).

The NF. Frauen “women’, for instance, is completely ambiguous

as tO'ltS case, being either NOM, ACC, GEN, or DAT.™® And the

NP den Buechern “the books” (DAT) is unambiguous but

redundant, 51q;e removing the determiner den yields an NP,

Buechern, that is unambiguously DAT PL (its plurality . : ‘

indicated by umlaut and the suffix -er, its dative case
indicated by the final suffix —n).

3.3. First restriction - ‘ ' BEEEN

v S e e B ey e e o o it
-~

Perhaps the conditions.affect not all NPs, but only.
those with premominal adijectives:
o '
(IT) (a) A German NP A hgving CGN values 1 and containing a *
prenominal adjertive must contain inflectional
material M makipg A unambiguously an exponent of 1.

-

(b) In addition, M must be a nonredundant pronent of 1.

But (II) will not do either. NPs like das grosse Buch ‘the

large book’ (NOM or ACC), die kluge Eggg ‘the wise woman’

' (NOM or ACC), and einer kluger Frau ‘a wise woman’ (GE

DAT) are all amblguous as to case, and no inflectional ix

book’ (GEN) i's NEUT rather -than MASC, or that einem grossen

Tisch “a large table’ (DAT) is MASC rather than TNEUT.

. Moreover, the NPs grossen Buechern *large books’ and den

qrossen Buechern ‘the large books’ are redundant, since .

removing either the determiner den or the qdjectlve arassen
yields the unambiguous Bugchern again. ’

.
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Two amendments now sugqest themselves, one for (IIa), -
the ather for (11b). The counterexamples I advanced to (Ila)
involved CGN distinctions that are never indicated by
inflectional material within an NP: NOM. and ACC are always
identical in form in the NEUT and FEM SG and throughout the
PL; GEN and DAT are always identical in the FEM &G; and MASC
and NEUT are always identical in the GEN and DAT SG.
Consequently, orte might revise (Ila) along the following
lines: '

(ITI) (a) A German NP A having CGN values 1 and containing a
' prenpminal adjective must contain inflectional
' material M sufficient to make A phonologlcally
distinct from any NP having CGN values I1’, where I
and 1’ are different CGN values that receive
phonologically distinct expongnts for at least one 'S
form class of German. )

For (Ib) and (1Ib), my counterexamples involved CGN
values that were unambiguously indicated by noun inflection.
(11b) so as to focus on prenom1na1 material only, along tha
following (somewhat hazy) lines:

(111) (b) In addition, inflectional affixes on a prenominal
* adjective must not supply information about 1
already supplied by those on a determiner.

One might have thought that by making the
characteristic-egponent conditions so astoundingly
particular——by now, they are generalizations over very small
finite collections of relevant data--I1 would have succeeded
in protecting them from counterexamples. But no. The NP den
grossen Flicken “the large patch(es)’, which is eithen_ACC S6

‘or DAT PL (the MASC nourpFlicken “patch” being phonologically
unaffected by shifts in gase and number), serves as a . ,
. counterexample to (IIla). And the NP eine kluge Frau ‘a wise
*8 woman’ (NOM/ACC, SG FEM) serves as a counterexample to (IIIb),
because both the determiner eine and the mixed-declension
adjective ‘hluge digtinguish the NOM/ACC 8G FEM from all otper
CGN values: the irffdefinite article eine has no PL forms, and
. it has the ending -e in the S6 only in the NOM/ACC FEM (see
Table 4 in. section 1. 3), and the mixed declension of .
adjectives has —e only in the NOM/ACC FEM SG (see Table 3 in -

sectign 1.1). , . 7 1

/ el
N A
3.5. A final cggnd of EQESELQLLQQE
1 believe that the characteristic-exponent praoposal
cannot be made to cover the facts for all three declensions’
of Qﬁrman. We might,‘however,-lower our sights still further
and try to describe only the mixed declension, taking the

84 - .
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ther two decleng ons as given. This restriction won’t help
(I1Ib), however, fince the counterexample to it in the i
previous paragraph>~involved the mixed declension. So we * ¥
abandon the fight against redundancy and' constrict the field
af battle against ambiguity by two-thirds:

v
.

(IV) A German NP A with CGN values I, a determiner of C)ass
ITI, and a prenominal ad)ectxvenmust contain
inflect1onal material M sufficient to make A .

—~ Phonologically distinct from any NP having CGN values
1’, where 1 and 1’ are different CGN .values that
receive phonologically distinct exponents for at least
one form class of German. . 3 .
Incredibly enough, even though (IV) has a tiny domain,
there is al least one type of counterexample, illustrated by
" the @SC NP meinen grossen Flicken *my large patcht(es)’,
which is ambiguous between ACC $G and DAT PL. T conclude that
* further contention is pointless, and declare the '

characteristic-exponent proposal vanquished.

Undoubtedly, the langquage exhibits some tendency towq(ds
characteristic exponents, and it is utterly reasonabte—th.

it should do %o (otherwise, there would be no function for
the inflectional apparatus.of adjectives to perform and it
should wither away over the generations—-—as, in fact, in some
dialects of German it has). But there is no rule enforcing
ch?racteristic exponents. : ' )

3.4. The status of these proposals ’
What if one/§f these\proposals had turned out actually ,.~N\
to destribe the facts of German? They are all generalizations - '

\ about the surface forms of NPs in German. And powerful

/' generalizations at that, for they are transderivational in

- char<acter (tHey requ1re that dyfferent paradigms be compared,

' rather than thay one struﬁture, or evén one derivation for
that structure, be examined) andsalso refer to phonology,

\ morphology, and syntay all ai,ﬁrce ‘(thel are seMsitive to the
phonolagical identity of infledtional afflxes within a T
particular syntactic constltanpt typeT

BN . ,
o , On both grounds, they. could nmt; poss%ly;‘be “’encgdéd in
GPSG (metalryles: clearly, neither depivational nor
‘transderivationdl reference is possibfe in the ramework I
sketched in section; and, as Pullum,and 2Zwic (1984) point
* out, re#_‘rence to ph%gy is also.out ofy the range of a -
GPSG syntax. Even in a transformation 1 ramewor k. they would
be extgaordinary: transderivational co istraints have not
found wide acceptance in such frameworks; and it was proposgg
as lang ago as Zwicky (1969) that reference to pghonology in
transformaji onal rules should be prohibited. That is, ere
© are .good re&sons for’ supposing that even if a principle like
gD~ (IV) had ﬁurned out to be correct, it would not func@ion
;- . '

M | T ' . : ¢ . . ' ’
‘ | } . o 185 - - '
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as-a conditiomon thePapplication of a syntactic rule.

1f such a principle*is to be any sort of grammaticaf .
generalizatjon, it must be a surface filtgr, a condition on

Lo DA e e

" the surface form of NPs in Berman. Such;an analysxs WOl be
possible in a transforhational fr%?ework, but at first nce
it would appear to be 1nconsﬁsten wlth»ébSG. Certainly, the

GPSG program doéi not couy énancespeqathe .conditions, that
is to say filter 1nmadd& ion -to - its pdsitive conditions,
that is to say 1ts phrase structure ruless; the only negative
statement about syntactic structure in BPSG is the
(uni1versal) final clause. of a recursive defihition: nothing
is a phrase structure rule except by~virtue of this
definition. In any case,- the transderivatianal and . .

‘phorological nature of (III) would eliminate it as a

candidate for 4 filter even Ln an extension of GPSG that
embraced negatlve condltLQOS,.-{m“"“"
However , there are arquments (alluded to in Zwicky
(1983), developed in Zwicky and ‘Pul lum' (forthcoming)) that
surface. filters apply not ta sxntactlc surfaCe Structure, but

namely the output of rules of allomohphy., As a theory of
syntax, GFSG says nothing directly about4phonology, al though
1t has some inirect con%equenCes'T*faphonologlcal theodry
(see Pullum and Zwicky (1984) on the Principle of Supérficial,
Constraints in Phonology). Sur face fllters referring to
phonol ogy' and morphology, even ‘with transder1Vatlonal power,

‘aré not ruled out.in principle. A general zation like

(1) -(IV) might then have a natural place as a surface
%ilter. ' ‘ "

v
>

Y 3

But évern~this is net’ta be.- -Censidergwhy surface - - > . .
filters are posited in the first place. ;} Perlmutter’s ™ "
original presentation (1971), a.surface f{flter eliminates a

configuration arising from the operation of several different

rules (either -separately or inm interaction with one
another). The rules are then permitted to apply without
restriction, and the filter applies to the outpuﬁi/gggulting
from the full set of rules. . .

n the German case we have been examining, the rules in
question would include those distributing the values of
adjective declension (S, W, and W-MX), those distributing the
values of determiner class I#, and 111),. and allomorphy
rules spelling out comblnatlons of CGN values with declension
class as gertlcular endings. (In a filter analysis, ‘he
declension class :-values would be freely distributed wi
respect to the determiner class values; endings would b

freely distributed’as exponents of the CGBN/declension valoes;.

and (finally) .principles like (I)=(IV) would act to eliminate

ﬂdxstrxhutlonq of endlngs whlch were either ambiguous or

rpdundant.
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Unfortunately,'such principles just can’t do enoug@/
work. There are many ways of achieving an unambiquous, '
.+ "nonredundant distribution of endings, given the available
stock of them. . A principle like (I)—-(IV) cannaot preditt the
- particular distribution of endings German exhibits; these
must at least in part, be listed as the exponents of
partlcular CGN/declension values.

o -, _ . ’ .
. -

description of thg mixed declension

b e e . e e s

- 3.7. An adeguate

" Although (IV) i ﬂadequate as a- generalﬁzation about
German NPs and could t predict the actual endings of German
4 NPs even if it had happened to be adequate, it can serve as
the germ for an analy51s of the allomorphy side of the L

phenbmenon.
™

truly *given’ when the mixed declension al orphs are being |
realized. I will assume that allomorphy rules say (a) for-
adjectives, what the phonological realization is for any
~CGN/declension combination if the value of DECL is S or W;
and ‘(b)) for determiners, what the phonological realization is .

The key is to.treat the weak and stro declensiong as
uE

for any CGN/declensipn combination. Some pf these allqmprphy o .'i:
_ rules afe generalizations, not mere spellings—out. One says L d
» that the ACC SG MASC (S or W) is -en, and another that the o

‘default for the ACC SG is to be identical to the NOM SG6. One -

_says thaf the NOM SG W ending is -e, and another that the ' , _

. - default for W. is -en. And so on. e o

' What remains is to acsount for. the mixed—declension ..+ . - ..

: endings on the basxs of . tha endlngs inwthg other two =~ - ' '
o declénsions._ The mixed ‘declension. aﬁ‘adleahtves (Table 3)

UK différs” from the ueaﬁ declen51on (Table 2~ 1nJ“11y tno b .

" respects, NOM $6 MASC and NOM/ACC SG NEUT, whl“hwhave the . , :

endings —er and —es,_respectxvely, both drawn: *roa tﬂﬁ strong . Y

declension (Table: 1). These are all the places, andﬁ e phly Lo '

places, where Class 111 determiners (which cond;tan) ?& ". o

a ¢ mixed declension) have zero endlngs. The fallowi 'ng ,g.. Sy

generalizatlon, which mentions nei ther ambxguxty nor Vv"',.f" )

redundancy, is then true for German' A ; :_ o «\;ﬂ

Uttt e

V- The ending &af an adjectxve in the mlxed ddclensicm 180 ‘
chosen from the strong paradlgm if the prq;edtng _]_
determiner has a zero endxng, other*ﬁ&a”fwam ﬁhﬂ wﬂﬁk"
paradiqm. ) . , - .

., Principle (V) actually pradlcts uhat @;_";
, . mixed~dqc¥pnsion endings are, ‘and it does ﬂ
y it is sti¥l not a trouble~free allomorphy r
S r . the makeup of 'a word adjacent to the otie mhf
'* 7. apparatus is being described, and it refers
zero., The reference to }he internal compqsi_

oLl words is, I belieVa, unparalleled 1h a rulﬁ
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wev ; we can take a clue from the description abaove of
where the weak ending —e gccurs, and refordulate (Y
in terms of word-internal morphological propgrtie

ension is - .
~FEM® "NOM ‘56,

t

(VIY The ending of "an adjective in the mixed de
. ' chdsen from the strong paradigm in the n
otherwxse from the weak paradxgm.
N _ :
Rule (VI) covers the NOM SG MASG and NOA SG NEUT
’ - ! occurrences of -e directly. It covers the JACC SG NEUT by _
virtue of the assumption (aboye) that the efault for .the ACC
.56 ending is to be‘;dentlcal Yo the NDM 56, and.-this ' '
" instruction is not countermanded by any other, statement. It
. does not cover the ACC S6 MASC, because this endxng 1S
explicitly specified (above, again) ‘a ren.

The allomorphy rule (VI) dccowfits CDrrectly for the
forms of the mixed paradigm on the basis of those in the
strong and weak paradigms, apd it does &0 withouyt extravagant
theoretical moves. Thére are many details to bp worked out;

- in- particular, the mechanisms of default setti need -
attentlon,'as do those that have the effect 'of /setting one-
ending identical to another. ‘- But so long as the declension
.values S, W,  and W-MX &re distributed correct y in phrase
structures, allomorphy rules along the ltnes of (Vi) can
describe the porphologlcal exponents of' CGN values.

+A final note: A reasonably explicit formulation of. (VI)
can Be constructed, given the assumptions of section 3.0.

-#What (VD) says 1% that someth1ng with a category C not .
.distinct from (CAT:A, BAR:0, HEAD: {AGR:{CASE:{(OBL:-, GOV:-7,
GEND: {F:-3}, NUM:-33}, DECL: {WK +, MX:+3}J takes endings: .
identical to those for cateqory C’, where C’ is derived from
C by ghanging the value of DECL to {NK.— MX:~-}. The rule
does not have to spy that the weak~paradigm is the .default
cake; this is an automati-c consequence of treating the mixed
declension as a subtype of the weak declension, a decisiqn
.made back in section 1. 1 and formalized via the property T+
in sectlon 3.0. v : . _ _ . .

. i .
. ‘ . P . -
1}

- 4. eﬂél¥5lﬂg the German. églggglzg declensions in GPSE
Two potential mechanisms for describing tHe Felationship
between dexermlner subtypes and adjective declensions were
presented in section 2: subcategpr1’at1on of adjectives with
. respect to determiners (which I consider in section 4.1) and
ol prdperty agreement via the CAP and HFC (whlch I consider in
 “'section. 4.2).. The first is unsuitable fobr the case .in hand,
nyo and the second turns out neot to be available.
. ! 4
- o, In sectaon 4 31 present an . .analysis 1n which this
aspect of German adjective agreement’ is in fact treated as
~  goyernment. The analysis is. ‘built around two principles in

PR A R AL LAY e

the metagrammar fgr German, Declen51on Bover nment and

e -
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1n 'GPSG, briefly surveyed in section 4.4, X

'assoquted with adJectxves' but the distinction is not
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Declension Inheritance,.though a number of other principles

- and default settings must be made explicit if the workings of

thete two are to be understood. The analysis alsa gives rise
to some general questions about the desctiption of QOVErnment

A

4.1.\ Subcategorx*atxon ) i
o |

I turn pow to the question of how to describe the
implicational relationship between the determiner Class

" values I, II, and III and the adjective Declension values S,
- W, and W-MX. In line with the discussion of the preceding

section, I take describing this relationship to be the only
aspect of adjective declension in German tha{ syntactic rules
are responsible for; everything else is a matter of

mor phology and rules of allomorphy.

One mechanism GPSG providés for describing relationships
between properties of nodes is subcategorization (by rule
1ndex; see section 2.8). A lexical category introduced in a
rule is subcategorized gith respect to’the gther constltuents‘\{x
Introduced by the same rule. The rule NP ———> Det Nom
introduces the lexical cateqgory Det. Accordingly, determiners

.can be lexically marked as to whether they occur with Nom as

their only sister under NP (there might be other rules

introducing Det as a daughter of NP).

For our purposes, the subcateqorization mechanism
determines things in the wrong direction: the cateqory Det is
subcategorized by Nom, rather than the other way around. “The
property determined by the subcategorization mechanism is the
wrong one: occurrence with Nom in general, rather than
occurrence with Nom of the subtype S, W, or W-MX. And the
node subcateggrizing Det is the wrong one: 'Nom rathef than
its daughter. A. Even 1f we wanted to have Det subcategorized
by ,A, rather than the other way around, we would have .to deal
with the fact that Det and A are not sister nodes, hence
tannot affect one ano r directly in GPSG.

K

.The only subcategorization analysis that I can construct’
has Declension S, Declension W, and Declension W-MX as
properties of A which must be duplxcated as properties of the
Nom node -abave A; then these properties subcategorize Det.

Three things are peculiar about this analysis. Flrst it

must treat the strong/weak/mxwed distinction as lexxcally
lexical at all. Second, some parochial rule must insure that
these properties of A are duplicated:-as properties of Nom;
neither the HFC nor the FFP can be called on, since the o
properties in question surely are not on tHe UﬁPL or_ the '

.UFPL. Thxrd the rule introducipg 'Nom and Det as sisters must

explicitly mentxon these properties of Nom, if
subcategorization is to be invoked. This analysis can be
made to work, but it is eminently unsuitable.
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Another mechan1sm that - mlght be appealed to is the Dne,
prov1ded by . the -CAF and, the HFC worP1ng together. However 4
this -is completely wnavailable, . because the CAP and HFC can
apply only to propertles on the UHPL,. and such parochlal

pﬁbpert1es as: Class II and Declension S are certainly not on_"

that list, glven that they seem, to have no. semant1c
correlates at alr. B . '

'

IA fact "the PAR aof SECthH'~-6 p’gh1b1ts even

1 anguage- partxcular (meta)rules requlrlng property agreement‘“

so0 that we are not free to- construct .an agreement account
Spec1f1ca11y for German. ‘ . o " .

~ (The use. of the HFC  would be ‘odd even 1$ the propertles'
in question were on the UHD'Q The Head Feature Convent;on
would function to dlstrlbute within phrases propertles that
were not realized morphologically on the heads 0f those
phrages; a head noun doesn”t show any sort “of morphologlcal
indication of the class of 1t5 determiner. Cooper (to, &

appear) arques that the HFC s%puld not’be permitted to apply

to such “silent féatu@es i .k
TR 3 : o
Suppose we abandoned th& requ1rement that properties
figuring in the 'CAP be on the” UHPL. We would still be unable
to use the CAP’ to ensure that,phe declension properties are
correctly distributed ifd German NPs. If the CAP .is to say-
that “the form of a functor depends. on properties of its

argument expression’’ (Bach 1983: 70), as GP- clearly intend 1f

tD,7 then the determlnatlon of declen51on class runs in the
wrong direction=+Det is terta1n1y the functor, Nom the
argument expression, but the form of Nom depends - an
properties of Det—-and the- CAP is 1nap91§cab1e.'

Things are no better if, noting ‘that the petermlner' |
class qropertles are assoc1ated with’ Spec1f1c le\1cal 1tem5,

- -we attempt to treat properties like Class II as fdot

propertles rather than head prupert1es, and so: appeal to the

_ FFP. Class II 1s.po more likely to be on the ‘UFPL than on the
- UHPL, and even if we gmvc up. the UFPL, the: FFP would only

requxre tHat Class II. on. Det be dupllcated as Class 11 Dn_NP‘
it would not ensure that Class IT, or some refley of 1t

appeared cm_.A.| o S S

.,

- ' . . . . ~ i
t . 4
-.-.—...‘—--——--.-_......

The analys1s I opt ¥0r here is bualt or an obaervat1on
made 1anect1dn 1.4: Determiners of Classes I, II, and IIY
require declension S, declension W, and declensxon W-MX,
respectively, in their associated!adjectives, but belong.
themselves to an Indeclinable set, declension S-ES, apd:

t . : . .
. .
el i9 0,

s

2
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S Videcjéﬁﬁion S-ES-Z, respectively.

This 15 no sort of agt@ement © Rather. a lexical class

-cleavage 1in the determiners 15 projected onto the adjectives
‘as differenced in inflection. “The form of an argument '
depends. on propertles ot the functor’, as Bach (19283: 70) has
it 1n-his delineation of gavernment. To put it yet .another
waj;' n agreement the head of a construction determines the \
form of a delfler, while in government a modifier determines
the form of the_ head (see Zwicky 1984: sec. 2 for  further
w . - discussiom). The part of German adjective agreement that
T involves the determination of declension class is not
agreement at all but rather govetrment.

.Nhat the' syntax of German must say 1s that determiners
~ of Class I .1mp, se the S declension on a following adjective,
* that determlnsﬁé of Class I1 impose the W declension, and
- that detefmindrs of Cl¥ss III- impose the W-MX declension. In
a GPSG framework, this cannot be done in one step, since Det
and A are not coconstituents N.tal} the discussion 1in
section 2.5: Det and Nom are ¥oconstituents under NP, Nom
. branches into AP and N, AP branches into A’, and A’ branches
inte A. Two different principles are called for, one imposing
propeftties on Nom hy virtue of properties belonging to Det,
the other propagating these properties “down’ from Nom,

eventually o A. I -will call these principles Declension 4
Gavernment (DG) .and Declensxon Inheritance (DI),
qpspectlvely. ' 4 RGN

Both &f these principles belong to the metagrammar. DG
acts ag”a rider on the branching of NP into Det plus Nom, DI
-, as a rider on any branching of a category X into some set of
categorxes, one of which is AP, A’, or ‘A——that is, one of
which has the property CAT:A. Formulatlng the latter is
stralghtforward°

Declension lDDECLSQDEE- 1f category X has a daughter

Category Y with the property CAT:A, then X and Y must
- ] have identical values for the attribute DECL. b K

_ DI is reminiscent of the MFC; both requlre identity of
ee certaxn properties between AP and A’, and between A’ and A.
e "But it could not be collapsed with the HFC even if properties
« with the attribute DECL were on the UHRPL, for the HFC does
"7 " not require property identity between Nom and its modlfxer
daughter AP, and the DI doés.

i Formulating DG is a trickier business, and requires some
' use of the formalism déveloped in section 3.0, because the
1 ¢::xact shape DG takes will depend on how the default values
Lt or WK and MX in DECL areWchosen; DG need mention only
propertles of Nom that have nondefault values, all remaining
" properties being filled in by default. For wk, at leagt,
l .there is fairly clear evidence about the default - Recall
from section 1.1 that the strong declension of adjectxves is

o "Q

P . 197 - '}; : A,
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used both with invariable determiners like zwel “two’ and
also with a -éro déterminer, as in the mass NP bhraunes Bier

-

*brown beer’ (NOM/ACC) and the plural NP brauner Buecher “of

o S e e h o =

brown boolks’ (GEN). The natural analysis for such
they have-no Det, not that they have determiners
phontlogical reallLatlons are null; certainly the

NPs is that
ose

null determlner analysis would require Justlflcatlon. 1§
there is a branching of NP into only one daughter, Nom, then

there is no Det to gavern an adjpctive declension

in this

construction, and the adjective declension that appears there
mist be the default. It follows that WK has the default

value —. As for MX, I will assume that it too has
defaul t:

a —

-

Defaults for DECL: In any categon withAthe property

The task aof DG is then to say when Nom has the
properties WK:+ and MX:+. The.first property is predlctable
jfrom the fact that Det is declinable, the second from the

fact that Det is an ein word:

Declension ‘Goverament: In a branching of NP into Det and

Nom, if Det has thesproperty INDC:- then Nom has the

property WK:+'in its value for DECL; and if Det

has the -~

property EIN:+ then Nom has the property MX:+ in its

Yalue fmr DECL.
»

With these formulatlons of DG and DI, the main part of,
my descriptien of the German adJectlve declen51ons is
finished. There are still some details -worth dlscus51ng,
having to do with the fact that German ad;ectlve"‘aFe

sometlmes declined, sometimes indeclinable.
&°

4

The large generalization about this phenomenon is that

adjectives a

e declined only when they are prenominal; I will

disregard. furtHer detalls here. ‘We need to describe the
contrast between Die Frau ist klug ‘The womdn is wise’, with

pondfcnduru NSOV S~ o — S om S S

;ﬁhe undeclxned adjective form klug, and. die kluge
wise wom , with a declined form., The attribute
is INDC,3which I 'will say has the default value +

o < 1ndec11nable Y. for adjectives. . This defahlt is

Frau “the
in question

averridden

within a preaomlnql AP, that is, thhln an AP that is the

daughter‘ginﬂgg. ) ‘ o

there are

some reasons (rfot the Dleasy being their inflectional

An additional wr,inkle romes in the fact that

paradigms) for grouping.

pen ‘classes of adjectives and

nouns together with the cloéﬁd classes of perSOnal ‘pronouns
and determiners, at least in German; and fhe default value of
INDC for all of these classes except the adJECtIVES is
certainly —-. The natural property for these four grougs of
lexical 1items to\a&ige is the property N:+,.in the. system

f

that’ GP providé
properties.N (= {(Nz+, V:-3}), A (= {Nz+, Vz43), V

S 1) ’

(4

he analysis of the majpor word-class
(= {N:-,

~
a

~«

-
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Vield, and P o(= SNz, Wi-l). Puttlng all & these
chaer vat tons about declanabil 1 tystogether, we have the two
' ff(.)lltwung pr‘uu.iplee‘»:\ v

- (. P »
.

Prenomxndl Adjectives: AP as a daughter of Nom has the
property INDC:-. = o ;o '

Defaults for iNQQ: The default value for INDGC is + 1oc~' ‘
categories with the property CAT:A. The default value for
INDC 1s — for categories with the proparty CAT: {(N:+}.

b
The valde settings run through three levels here: INDC
for an AP daughter of Nom hag the valqe -, ;overriding the

* default + value for categories with the property CAT:A, which

1n_turn overrides the default - value for categories with the
pnnperty CAT: (N:z+Y ' 3
L\ ( n

-

Two 1mportant issues having to. do with the attribuyte

INDC remain: The flrst is ,that values of INDC and DECL are -

"distributed 1ndependently'0f one another by the pr1nc1ples
above, but they are of course not 1ndependeng Indeed,

things stand free instantiation would allow both the
appearance ot DECL i1n a predicate adjective, where it would
get a default value of {WK:-, MX:-3}, and a default assignment
of INDC:+ to the same predicate adjective; the latter ought
to prevent the *ormer. The second, closely related, problem
is that the Prenominal Adjectives principle above assigns
INDC a - value only at the AP level, but the place where INDC
does its real work is at the level, where it determines
whether or not rwles of allombrphy reallze properties of
words as inflectinyal affineb; free instfantiation of INDC
should be prevented from assigning INDC:+ to an A ddéminated
by am AP with the property INDC:-. Ancother inheritance
principle could be stated, but it would solve only the second
problem. Both problems can be solved by preventing free
instantiation--in the first case, of DECL {(with any value) #n
a,predicafe adjective having the propgrty INDC:+; in the
second, of INDC (with the value +) in a prenominal adjective
having any value fqr DECL. The following principle does the
tricthe: : '

r
Dggllgégilxty\\h-category has the property INDC:+ if and
only if 1% has no property with the attribute DECL.

This principle connects a property determining the
applicability, of some set of mormhological rules with a .
property that (in effect) pigks out the dpplicable rule. The
connection is obviously not a matter of German grammar, but a
universal generalization about systems of properties.

4, @

This completes the 5ketch of the syntactlc 51de of
adjective agreement irr German. Two universal metagrammatical
principles, the HFC and CAP; require that the case, 'geénder,

+ and number properties of N .orr NP be duplicated on-a
prengminal'Vadiective. Two principles of the metagrammar for

193 IO
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< German, DG and DI, in concert with de{auf* settings and two
princaples :nvalving INRG (one parochial, one universal),
ensure that the’adjective has the declension property
appropriate to 1ts cottest. .
. {
A 5ynhact4r angflysis alvng these lines ought to be
constructible regarNless aof the sort of morphological |
anQlysis 1t 15 destx ed to be combined with. The details
will vary with the ma phological framework, of course, and |
there 15 no depying, that my analysiseis tailored to a
specific vlew of inflectional morphology. In fhis view,
inflectional morphology describes the way in which (bundles
of) morphosyntactic propertles of words are.realized as
affixes (or morphologicpl processes, which I have not dealt
with here). The primary descriptive tool ‘1s the rule of
allomorphy, which either assigns phonological content to the
properties or refers™he assignment to another combination of
properties (as®*when the assignment for .the ACC SG is referred .
to that for the NOM SG, or when the asslgnment for the mixed
declension is referred to that for the strong declension
under certain conditions). Like my syntactic analysis, this
approach to inflectional morphology relies heavily on
principles (some of them rather complex) giving default
assignments, with competltlon between pgrinciples resolved 1n
favhr of the more spealflc ernc1p1e (as when the assignment
tor the .ACC SG MASC overrides the assignment for the ACC

SG).®
L
R "
A.4. DD the analysis of government- in GPSG g
) I move now to wider issues concerning government and its
' . analysis in a GPSG framework, which I will approa by ‘
observ1qa some dlfferences in the phenomena to be "analyzed.
? GFSG permits the deqcrlptlbn of two different sorts of
phenomena falling umder the traditional heading of
. , governmept: what I will call “vertical government’ and

"heorizontal government™. In vertical -government a cateqgory
has a propmrty by v1rtue of appearlng as a daughter of sqge
specified category. « In hqflLuntal government, the fam111
type, a catégory has a property by virtue of appearlnq as a
sister. of some spec1{19d cateqgory. . .

. Vertical government can be illustrated by English
. \‘ prenominal possessives like this evening’s in this evening’ 5 +

events.- These can be analyzed as NP determlnérs, with the

: branchlng of Dgt into a lone NP. Thus,#the NP has this
» operty by virtue of appearing as a daughter of Det, rather
’/gzan S, VP, or PP. A similar analysis might, be entertained
for nominative NPs in English, if it is assumed that CASE:ACC
is the default assignment for CASE, so that it is the task of
some syntactic rule(s) of English to say where CASE:NOM
occurs. On these assumptions, the CASE:NOM property would. be
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supplied 1 the rule livensing the branching of S into NF and
VR, The NP would have this property by virtue af appearing as
. the daughter ouf S5, rather than Det, VF, or PP. \

A ) -
-

A horizontal -government treatment of the nominative case
is also available, of. course, and it is 1ndistinguashable
.from the vertical- government treatment unless e:rbther (a) NP
and VP can be sisters under some cateqory other than S," or
. . (b)Y NP and some category other than VP can be sisters under S
(or. NP can appear as the sole daoghter“of S5). Failing that,
both analyses simply say that S n branch iq‘o a VP ‘and an
NF with the property CASE:NOM. (a) or (b)) holds, then the
possibility arises that vertlcal and horizontal government
can be distinguished, and also ALhat an instance of government .
should be described not in a rule but in the metagrammar, as ' .
a generalization across all rules of a certain type. That !
is, it might be that NP has the property CASE:NOM in any rule
licensing 1t as a daughter af S. 0Or that NP has this property
in._any rule licensing it as a sister of VP. ' y
Note, furthefmore, that in standard examples of '
horlzonfal government the governing category is a lexical

' c%gory. Verbs and prepositions, for instanceg govern
e

ticular cases of their DbJect NPs. If the relationship
b een a complementizer and the S it. combines with is viewed
as government of the S by the complementizer (so that that
governs a finite S, for an i nitive S, wh- words, A sl ashed
finite S, etc.), then this too is hordzgntal gDVerhMent with
. a lexical category.serv1ng as the governor. So there is some
question as to whether a horizontal -government analysis of
nominative case shguld be available, since the governxng
category would be. the phrasal category VP. '

In some instances of horizontal government, the
‘governing category is not only lexical, but also .at-least in
. part arbitrary. In languages in which verbsjor prepositions
can govern' sevegal different cases, for instance, it is
. = typical that one cannot predict, on the basis of their
. syntactié¢ or semantic properties, exdttly which items govern
-’ a nondefault case; the class of governors is partly
arbitrary. This is certainly true Jor the German verbs and
prepositions governing the DAT or GEN rather than the default
ACC.  And it is true for the German determiners governing
- declension properties, as I observed in) section 1.2,

An important differepce between case government and

. declension government in German is, that in the former the
etermined properties (with the attribute CASE) are on the
UHPL, but in the latter the detergined properties (with the
attribute DECL) are parochial. As one result of this
difference, the determined properties 'in the former example
(but not the latter) participate in agreement via the HFC and

# CAP.
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toR Another result of this difference 15 L at the formgr

L ] . LI
pﬁenwmenaa but not the kQ;ter,‘hBVE\an alterhatiVe analysis
.gtpat 15 not, spealing 1nthitively at least, government. i

‘hori-ontal -government analysis of DAT and GEN case-mar!}ing in
German says: In & branching of VP inte V and NP (and poscibly
nther categories), 1f V has the property SUBCLASS:X then NF |
hae the -property CAS¥:DAT, and:if V has the property
‘SUBCLASS: Y then NP has the property CASE:GEN. In the
alternative, a rule schemagpermits the NP in such a branching
to occur with-wny. one of the properties CASE:ACC, CASE:DAT,
or CASE:GEN, and V is then subcategorized according to thege
groperties. The alternative makes the analysis of
case-markhing 1n German entirefy parallel to the
subcateqgori1zation of English verbs according to whether they
occur with various types of objects (one NP, two NPs, one NP B
plus a PP in to, ,one NP plus a FP in for, etc.). '

et me now pull some of these analytic threads
together. What lies hehind the preceding discussion 1s a
concern that the theory of grammar should constrain
government in much the same way that it constrains
agregment. Can horizontal government be restricted to
instances with a lexical category as governor? (I¥f so, then
nominative case-marking in English must be vertical :
government.) Or to instances with parochial, governed
cateqories? (If so, then the subcategorization analysis is
‘the only one available for object case-marking in German, in
‘'which case the phenomenon is not treated by the grammar as
government in a strict sense.) Can metarules for vertical
governménf Be prohibitegq?2 (If so, then vertical government
diéappears,as a substantrve notion in GPSG, since it is then
merely the appearance of some property on a daughter cateqgory
specified by a rule and is indistinguishable from a simple
instance of horizontal government.)

, I do not Fnow what the answers to these quéstions are, o
though I am inclined to suppose that they are all positive. v
‘Certainly the questions are worth further investigation., .’

. Notes - , e . ¢
XGrateful thanks to the Center for the Study of Language
-and Information, Stanford University, whose financial support
enabled me to complete this paper. And to Geotfrey K. Pullum
for his. comments on earlier drafts of section 2. .

1. There arwe principles goVernind which endingé are

identieal to which others. For instance: for all _ .
gender /numher combinations except masculine singular, the
accusative is identical to the nominative. See section 3.7
for further development of this idea.

o Y
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TH 1*w4?ﬁ%1?ut9 artievle has 1diosyncratic allomorphy in

the noainetive and atcusative forms: wherever des would be-

prtP, 11e these forme, dag occurs instead, and wherever de

.wruld Fe g ptctﬁq in these forms, die occurs’instead. (As 1t

heppent, des daes occur where expected 1n the genitrve.)
Thece facte about allomorphy do not affect the gyntactic

generalications to he made. N

.
—

- The variation bhetween —-es and -5 1n the genitive

s . . . Y
Singular of masculine and neuter nouns in Tables 6 arnd 8 is

Similarly, the variation between Le‘and ?ero 1n the dative
singular of 'masculine and neuter nouns 1% phonaologically and
5ty115?1cq11y LODdlt)DﬁEd and wlil not concern us here.

phonulnq1cav¢y'conditioned. and will not corfcern. us here.

R .
_4, Listing the HFC, CAF, and,FFP-does not preclude the
exitstence uf other general principles governing the '
rstribution of features 1n constituent structures. Indeed,
Gas dar.l klein, Sags and Fullum (1982) entertain an analysis
of (on;urction 1n which the $eature CONJ, .neither a head nor
a foot teature, obeys 1ts own (universal) & inciples of
occur rence. . . . , '

- . ~
- »
.

[

o

5. In Lapointe’s scheme, .there are no syntactic rules of
agreement, hence ng "grammatical agreement’ in the usual .
sense. Instead, agreement facts are supposed tp fall out
from a welluformednes condi-tion on Logical Form plus the
well - formeduess gondii}on on S-structures.

4. Note that in the system of property values adbpted in

‘sectign %.0, the non-FEM gendemns constitute a natural class,

namely fthe class of categories with the property GEND: {F:-}.
/ L]

7. The vecsien of. the CAP that GP give is complétely

symmetrical and does not in itself reflect any logical

dirpctionality 1n the relatioﬁship bétween the determinans

and determinatum 1n grammatical agreement.

8. Nor any sort of disagreement rule, wh{ch‘is what

Lapointe suygests on the basis of a simplified set of °

- paradigms. _ . -

9. This euploitation of ‘a generalized Proper Inclusion
Frecedence, or ‘elsewhere’, condition on morphological-rules
it shares with lexical, or level-ordered, morphology (see
biparshky 1982 and-the references therein), with which it is
not 1n principle inconsistent. !

Arcder son, Stephpn(b, 1987, Where’s morphology™ "Lingl
172,071 612, ' '
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